Governments must set policies that keep the internet open and safe for all and work with relevant stakeholders to eliminate online violence, bullying, hate speech and misinformation.
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The COVID-19 pandemic exacerbated existing digital inequalities and already dire exclusion. It is also reinforcing the urgency of infrastructure development, reliable and affordable internet access and rights-affirming digital policy and legislation. Several countries made encouraging progress in 2021 to drive digital transformation across the continent but at the same time, the landscape was marred by digital rights violations. There were shutdowns during election periods, as usual, in addition to other digital rights violations, with governments once again missing opportunities for multi-stakeholder resolution of emerging challenges.

Notable developments, positive and negative, were recorded in the legislative landscape during the period under review. Existing policies and legislation are still far from adequate as most country reports highlight implementation challenges from opaque processes to non-compliance from state actors, among others. Countries like Rwanda and Zambia enacted legislation on data protection and privacy. Zambia passed its first data protection law, albeit without institutional frameworks for its enforcement, and ratified the Malabo Convention within record time. In Ethiopia, criminal defamation was scrapped to entail civil liability only, and not criminal liability, through Proclamation No. 1238/2021. As the Data Protection Act came into effect in Botswana, the government introduced new regulations to expand its powers over the digital space, including a proposed Criminal Procedure and Evidence Bill. South Africa also developed its data protection framework further, issuing guidance notes on processing children’s personal data and “special personal information.”

Ghana reported a steady development in infrastructure and increased internet usage with a contrasting decline in the respect for digital rights. Numerous cases of attacks on social media activists and police harassment of journalists and human rights defenders were reported over the past year. Adding to the developments in the digital rights landscape, the High Court in Accra has ordered a stop to the collection of data on mobile telephony subscribers and the erasure of data already collected through the Establishment of Emergency Communications System Instrument, 2020 (EI 63). Civil society has continued to hold duty bearers accountable, notably initiating litigation to ensure the implementation of established legislation.

Despite groundbreaking achievements in Ghana’s digital landscape, data highlights an unresolved gender imbalance in the sector. Countries like Tanzania also face major challenges as women continue to be under-represented in the Science, Technology, Engineering and Mathematics (STEM) and Information and Communications Technology (ICT) sectors with equally low numbers of female internet users. National digital transformation strategies such as Rwanda’s ongoing Digital Acceleration Project are expected to boost inclusion as they will target more women and improve digital literacy and entrepreneurship.

The Nigerian government, the most significant data processor in the country, does not yet have comprehensive legislation on data protection save for sector-specific laws. This, however, has encouraged individual states to pass their own laws on the subject, such as Lagos state, where a data protection bill passed the second reading in October 2021.
To date, progress has been slow across the continent in implementing ICT development strategies as governments demonstrate a lack of urgency in implementing laws or policies related to digitalisation. One such example is Namibia’s broadband policy of 2020, which included a specific target of improving digital literacy. Faced with prolonged school closure, the Ugandan government made no interventions to facilitate access to the Internet, leaving the under-served at a disadvantage as they had no access to online classes. Less than 30% of children can access online education in Zimbabwe. Furthermore, the absence and obsolescence of open data policies set back the growing ICT sector. For example, Angola lacks a national framework, policies, and legislation for protecting women, children, and Persons with Disabilities (PWDs) online. The digital divide is a lived reality for PWDs in Angola, Zimbabwe and countries all over the continent whose lack of access to digital technologies often translates to a lack of access to education, information and economic empowerment.

Mobile technology has emerged as a key driver of digital transformation in several countries including Tanzania. These countries still experience challenges with digital infrastructure, such as power supply and low internet penetration. The Malawian government also rolled out an ambitious five-year Digital Economy Strategy (2021-2026), setting new targets for different aspects of the digital economy. Conversely, the country’s new political administration abolished the Community Telecentre Program aimed at expanding access to ICT services. Zambia notably established a Ministry of Technology and Science, giving hope for the development of ICT. However, this report shows that technology which should be the bridge remains a great divider on the continent.

The rise of misinformation and hate speech remains a complex issue in developing and implementing policies and legislation to promote and protect freedom of expression. In a February 2021 ruling, South Africa’s Constitutional Court found that the Regulation of Interception of Communications and Provision of Communication-Related Information Act (RICA) did not provide adequate safeguards against abuse and, thus, key provisions of RICA were unconstitutional. Regardless, this ruling has not put an end to state harassment and surveillance. In July 2021, South Africa was embroiled in global media exposés surrounding the controversial Pegasus spyware, underscoring the need for protection against trafficking and the use of surveillance tools.

Also in the southern part of the continent, Zambia witnessed a renewed commitment by civil society organisations to push back on digital rights violations, while in East Africa, Kenya continues to guarantee freedom of expression online fairly efficiently. On the West Coast, the Nigerian government, in a pivotal decision, banned Twitter on June 5 2021, through the Minister of Information and Culture. This limited public access to critical and reliable information about the pandemic and profoundly impacted citizens as the socio-economic effect cascaded offline in an already declining economy.

Some countries reported no significant violations. While this is an encouraging trend, the practices unearthed by the country reports demonstrate that infractions are becoming increasingly sophisticated.

The African Commission on Human and Peoples’ Rights’ (ACHPR) Resolution 473 calls on State Parties to develop a comprehensive legal and ethical governance framework for Artificial Intelligence (AI) technologies. Still, most countries either do not have or are yet to publish national legislation and strategies guiding Artificial Intelligence (AI). Although growing, the Artificial
Intelligence industry on the African continent is still at an embryonic stage with countries such as Ghana and Nigeria taking the lead in the progression of AI in West Africa. Nigeria has its own government-run National Center for Artificial Intelligence and Robotics, and Ghana hosted the first Google AI lab in Africa. On the other hand, the private sector is making strides in implementing AI technology, as shown in Botswana.

Londa 2021 expands on last year’s report with findings from 22 countries, examining themes of privacy, freedom of expression, access to information, segmentation and exclusion, digital transformation, affordability, gender and others within existing legislative frameworks, and against the backdrop of a widening digital divide. This edition captures the gaps and proffers recommendations to achieve a digitally inclusive and rights-respecting Africa.
Angola has a relatively fair digital rights record, given that internet and social network users can express themselves with some degree of freedom. However, there are cases of violation of fundamental rights in the digital space. The Constitution and general legislation provide for freedom of speech and the press. However, State dominance of most media outlets and self-censorship by journalists limit these rights in practice. With the general elections anticipated in August 2022, there is a need for greater protection of human rights, both online and offline, in order to allow Angolans to express themselves freely and for the coverage of the political processes in a transparent manner.

There is also a need for the government to stop interfering with the operations of the private media through the nationalisation law. Authorities should punish those who violate the fundamental rights of the press in particular, and of citizens in general. This will guarantee that Angola is a country based on law and order and also respects fundamental freedoms that are enshrined in its Constitution. Finally, there is a need for the government to broadly reflect on the access and use of digital media platforms, particularly how women and other minorities are affected. This can be done through the expansion of technological communication infrastructures, as well as the enactment and implementation of legislation that protects citizens, whether in digital or physical space.

Angola is located in Southern Africa and has an estimated population of 31 million people. The country has been governed by the Popular Movement for the Liberation of Angola (MPLA) since its independence in 1975. The current President, João Lourenço, succeeded the previous head of state, José Eduardo dos Santos, in 2017, after being in power for more than 30 years. Angola is expected to hold its general elections in August 2022.

Angola is ranked 106th out of 180 countries in the 2021 World Press Freedom Index. Despite this low ranking, no reporters/journalists were killed in Angola in 2021. However, the Freedom in the World report ranks Angola as a country that is ‘not free’ (31 points/100). This is attributed to the state ownership of most of the media in the country. As a result, state-owned media report favourably on the government and rarely include critical coverage. In fact, there is systematic government interference in the operations of the public and private media. More significantly, the Angolan government privatised a number of media outlets in 2021.

---

The country has four mobile phone companies: Movicel, Unitel, Angola Telecom and Africell. Africell started operations in December 2021. Angola is ranked 62/100 in the Freedom on the Net report (2021). Amid widespread protests in 2020 and 2021, activists used social media and messaging platforms to record incidents of police brutality. For example, a prominent activist Luaty Beirão was detained while livestreaming a popular demonstration against the economic and social crisis.

**COMPLIANCE WITH REGIONAL AND INTERNATIONAL FRAMEWORKS**

The Angolan Constitution provides for freedom of expression and the press. The 2011 Law on Electronic Communications and Information Company Services provides for citizens’ rights to privacy and security online, among other provisions regulating internet use and services. However, Angolan legislation also includes unclear language that may infringe on internet freedom. For example, there is no clarity on what constitutes state secrecy in the law (article 19). The government may use the state secrecy reason to violate fundamental rights such as access to information.

Stringent state security laws and defamation contradict constitutional guarantees. For example, article 26 of the 2010 State Security Law penalises individuals who insult the country or president in “public meetings or by disseminating words, images, writings, or sound” with prison sentences of up to three years.

The 2006 Press Law holds authors, editors, or directors of a publication criminally liable for defamatory content. If the author does not reside in the country or the text is not signed, the law establishes the circumstances in which the editor, director, or both may be held criminally responsible for such content.

**Under article 82, it criminalises publication of texts or images that are “offensive to individuals,” which would be punished under the Penal Code as defamation and slander.**

---

The Penal Code, approved in January 2019, contains articles on media activity. These include fines and up to six months’ imprisonment for “abuse of press freedom,” which can encompass incitement, the dissemination of hate speech, and the defence of fascist or racist ideologies. On 21 February 2020, Angola ratified the African Union Convention on Cyber Security and Personal Data Protection (Malabo Convention). However, the implementation of the legal framework on data protection is still problematic. Since the creation of the Data Protection Agency (ADP) in 2016 it has not been acting proactively, mainly because the agency operates in a dependent manner in relation to the government, as its President is appointed by the President of the Republic and its budget depends on the state.

**IMPACT OF COVID-19 REGULATIONS ON DIGITAL RIGHTS AND INCLUSION**

In response to the beginning of the COVID-19 pandemic, Angola adopted the Presidential Decree to limit the movement of people and remain in a State of Public Calamity, but in other contexts is known as ‘national state of disaster’. Under the lockdown, people were only allowed out of their homes to buy basic necessities such as medicine, food, water, and cooking gas. Schedules were put in place to regulate the operating times for markets. During that period, Angola committed to fully respect, promote and protect the rights of all citizens, and reduce the negative impacts during and after the pandemic, mainly in the focus on e-learning and the promotion of digital initiatives that are made possible by the Internet. However, it has been reported that Angolan authorities struggled to contain abuses by state security forces implicated in killings and excessive use of force against unarmed people who allegedly violated COVID-19 regulations. According to Human Rights Watch, state security forces were implicated by human rights groups and media in serious human rights abuses, including killings, harassment and arbitrary arrests, as they tried to enforce lockdown rules and restrictions. There are also reports that the COVID-19 pandemic resulted in the closure of independent print media, prompting some journalists to turn to online publishing, although there are still notable challenges. For example, under COVID-19 emergency measures, state and private media outlets are obligated to collaborate with “competent authorities,” which the decree defines as the government bodies responsible for security and civil protection. Although it is not clear how this provision has been implemented, there are concerns that it may be used to manipulate Angola’s media environment.

---

Human rights defenders were arrested for disseminating health information and distributing masks and hand sanitizer to Indigenous communities. In fact, when the pandemic started the dissemination of disinformation and rumours was one of the main challenges that confronted Angola in the fight against the coronavirus. In response, in July 2020, the World Health Organisation (WHO) office in Angola and the Ministry of Health created the COVID-19 Alliance. This is an initiative that is designed to combat the spread of potentially harmful online misinformation.

Lizandro Chissupa, Director of the COVID-19 Alliance platform argued that the initiative could help prevent the spread of rumours, even if there is no concrete example of the impact of the platform. According to Chissupa, the COVID-19 Alliance system received about 100 messages daily, in 2021, from people seeking clarification on rumours, access to testing, facts about the disease, its transmission, and preventive measures. However, we were unable to find more information on how this platform protects personal data. Beyond this dimension of digital rights, it is known that COVID-19 has encouraged the discovery of new teaching practices and expanded the possibilities of access to knowledge through technology. However, cases of digital exclusion still persist as not all Angolans can access the Internet and often rural areas lack internet access.

A report published in 2021 on access to education in times of COVID-19 in Lusophone countries showed that countries like Angola did not have adequate financial resources to deal with the critical moment and encourage new forms of education, as well as to invest in infrastructure and ICT.

---

In May 2021, as part of the Privatisation Programme (PROPRIV) 2019-2022, the government launched a tender to sell its 51% stake in the internet service provider Net One, but there is no publicly available information on the deal and what its impact was for national connectivity. In addition, it is known that some mobile companies have already been preparing for digital transformation. For example, on 8 April, Unitel S.A. and Ericsson signed a three-year frame agreement for the supply of Ericsson Radio System solutions as well as core solutions and related services. Ericsson will deliver a transformation to Unitel’s existing 2G/3G/4G Radio Access Network (RAN) and core infrastructure to implement 5G services. Angola has four mobile phone companies: Moviceel, Unitel, Angola Telecom and Africell. Angola Telecom is state-owned while Africell, as a new player in the market, started its operations in December 2021. The Communication Regulator (INACOM) also announced that three of the four operators with global licences in Angola received their titles for the use of 3.3-3.7 GigaHertz (GHz) frequencies. This will enable them to use 5G technology in order to improve telecommunications in the country.

In May 2021, as part of the Privatisation Programme (PROPRIV) 2019-2022, the government launched a tender to sell its 51% stake in the internet service provider Net One, but there is no publicly available information on the deal and what its impact was for national connectivity. In addition, it is known that some mobile companies have already been preparing for digital transformation. For example, on 8 April, Unitel S.A. and Ericsson signed a three-year frame agreement for the supply of Ericsson Radio System solutions as well as core solutions and related services. Ericsson will deliver a transformation to Unitel’s existing 2G/3G/4G Radio Access Network (RAN) and core infrastructure to implement 5G services. Angola has four mobile phone companies: Moviceel, Unitel, Angola Telecom and Africell. Angola Telecom is state-owned while Africell, as a new player in the market, started its operations in December 2021. The Communication Regulator (INACOM) also announced that three of the four operators with global licences in Angola received their titles for the use of 3.3-3.7 GigaHertz (GHz) frequencies. This will enable them to use 5G technology in order to improve telecommunications in the country.
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In May 2021, as part of the Privatisation Programme (PROPRIV) 2019-2022, the government launched a tender to sell its 51% stake in the internet service provider Net One, but there is no publicly available information on the deal and what its impact was for national connectivity. In addition, it is known that some mobile companies have already been preparing for digital transformation. For example, on 8 April, Unitel S.A. and Ericsson signed a three-year frame agreement for the supply of Ericsson Radio System solutions as well as core solutions and related services. Ericsson will deliver a transformation to Unitel’s existing 2G/3G/4G Radio Access Network (RAN) and core infrastructure to implement 5G services.
In September 2021, Angola Cables, a multinational provider of global connectivity solutions, launched a Sales Partnership Programme giving service providers and vendors the opportunity to market a range of products and services such as IP Transit, Remote Peering, Cloud Solutions, IP Gamer and others in the rapidly expanding global ICT market.\(^{41}\)

**FREEDOM OF EXPRESSION**

Although the Constitution guarantees freedom of assembly, what is on paper is not often replicated in practice.\(^{42,43}\) Despite a history of censorship in print and broadcast media, there are no known incidents of the government blocking or filtering online content in Angola, and there are no restrictions on the type of information that can be exchanged through digital media technologies.\(^{44}\) A set of new media laws that took effect in 2017 has been criticised as restrictive. In fact, a number of the Press Law articles violate Angola’s international obligations to respect media freedom. These include:

- Article 29 which gives the Ministry of Social Communication the authority to oversee how media organisations carry out editorial guidelines and to punish violators with suspension of activities or fines;
- Article 35 imposes excessive fees to establish a media group of 35 million kwanzas (US$211,000) for a news agency and 75 million kwanzas (US$452,000) for a radio station; and
- Article 82 criminalises publication of a text or image that is “offensive to individuals.”

But no websites have been censored under their provisions to date.\(^{45}\) There have been no major incidents of the government blocking or filtering online content, and there are no restrictions on the type of information that can be exchanged through digital media technologies. However, in February 2021, Mariano Brás, the editor of an independent paper, was questioned\(^{46}\) by police and threatened with charges for writing an online article critical of the president’s performance.

---

PRIVACY, DIGITAL IDS AND SURVEILLANCE

Angola has a Personal Data Protection Law which makes extensive procedural provisions for data protection principles and enforcement of rights, such as privacy of personal data and access to information. The Presidential Decree 214/2016 creates the office of the Data Protection Agency (DPA) to ensure compliance with the data protection law. The DPA’s mandate is to monitor compliance with the data protection law, issue recommendations, instructions, opinions and guidelines on data protection best practices, register and publish personal data files, implement necessary technical and security measures, prepare annual reports, ensure compliance and sanction violations of the data protection law.

The DPA is run by a management board of seven members headed by a chairperson. In an appointment that appears like a distribution of powers, the President recommends three members of the board, the National Assembly recommends three while the judiciary recommends the last one of the seven members. The board is appointed for a term of five years renewable for one or two periods, however, the board may be dissolved at the will of the President if the board fails to fulfil the APD’s mission. In June 2021, the Data Protection Agency (DPA) was nominated into the African Network of Personal Data Protection Authorities (RAPDP).

The DPA draws its own budget and is required to submit an annual report to the Ministry of Economy by the end of each year. It is also accountable to the Council of Audit which has the competence to supervise financial activities of state bodies and issue opinions on the public finances to the National Assembly. Despite this well-organised legislative landscape for data protection, there are no verifiable reports on the conclusion of investigations leading to sanctions or exoneration regarding privacy and access to personal data. Currently, there is no publicly available information about the DPA’s progress since its establishment. Equally, there are no reports of restrictions on encryption.

ACCESS TO INFORMATION

On 21 April 2021, the government suspended the television channels Record TV África, ZAP Viva and Vida TV. The suspensions were attributed to “legal inconsistences”.

The Minister for Telecommunications, Information Technology and Media - Minister for the Media pointed out that the executive managers were operating illegally, without authorisation because they were foreigners without legal work permits.

Also, provisional registers of newspapers, magazines, news websites and radio stations were provisionally suspended with no effective activity in the last two years, but the list of the outlets was never made public.

49. Data Protection Agency [https://apd.ao/ao/legislacao/ (accessed on 13 January 2022)).
50. DPA Angola was nominated as a member of the African Network of Personal Data Protection Authorities [https://apd.ao/noticias/agencia-de-proteccao-de-dados-apd-eleita-membro-da-rede-africana-de-autoridades-de-protecteacao-de-dados-pessoais-rapdp/ (accessed on 13 January 2022)]
53. Angola suspends 3 TV channels for alleged improper registration [https://cpj.org/2021/05/angola-suspends-3-tv-channels-for-alleged-improper-registration/ (accessed on 13 January 2022)].
On 30 April 2021, Record TV Africa appointed Angolan journalist Simeão Mundula to replace Fernando Teixeira, a Brazilian national, as director. Before he was replaced, Teixeira told CPJ via messaging app that no foreign journalists were employed by the broadcaster, adding that the suspension order was a political decision. At that time, the only explanation that the Ministry provided for the suspensions was that they were aimed at adjusting the process of granting the definitive registration for exercising the activity of broadcasting to media companies. After that, the government seized the private companies, but journalists and opposition parties said the seizure of the media outlets was worrying and would limit independent journalism leading up to national elections in 2022. The government argued that the seized companies were in poor economic shape and needed to be restructured before offering the companies for sale to investors under the government’s privatisation program.

Organisations such as the Union of Angolan Journalists and the Media Institute of Southern Africa (MISA-Angola) criticised the suspensions and argued that it jeopardised the plurality of information, which is now only broadcast through public channels, controlled by the State. They also questioned the laws invoked for the suspensions, as it is not prohibited for a foreigner to own or manage a media outlet in Angola. In November 2021, the Minister of Telecommunications, Information Technologies and Media, Manuel Homem, reiterated the country’s commitment to promote access to information in digital media and to adapt to technological changes, but given these examples, it does not seem to be the case.

This represents a serious violation of the importance of the rights to freedom of expression and access to information as stipulated under the ACHPR 2019 Declaration of Principles on Freedom of Expression and Access to Information in Africa. Principle 10 states that the right to seek, receive and impart information and ideas, either orally, in writing or in print, in the form of art or through any other form of communication or medium, including across frontiers, is a fundamental and inalienable human right and an indispensable component of democracy.

INTERNET DISRUPTIONS

No restrictions on connectivity to internet or mobile phone networks were reported during the period under review. However, the government’s indirect control of telecommunications infrastructure via the state-owned Angola Telecom may enable the government to partially control internet connectivity if desired.
ARTIFICIAL INTELLIGENCE NATIONAL STRATEGY

Angola does not yet have a legal and policy framework on AI, but during the Forum on Digital Transformation in Angola post COVID-19 held in October 2021, in partnership with the Ministry of Telecommunications, Information Technologies and Media (MINTICS) and Huawei, the Angolan Minister stated that AI is one of the central pillars for Angola’s digital transformation.61

In February 2022, IT portal informed62 that Angola intends to create an artificial intelligence platform to accelerate digital transformation. The information was revealed by the Minister of Telecommunications, Information Technology and Media, Manuel Homem, during his visit to the United Arab Emirates (UAE) to implement the Digital Transformation Plan (Digital Angola 2024).63 Among other objectives, the initiative intends to transform the National Institute for the Promotion of the Information Society (INFOSI)64 into a state-of-the-art National Cloud Centre, the establishment of bases to develop and scale Digital Transformation Plan for Digital Transport and for Justice Systems and Public Security.

GENDER AND ICT

In Angola, different laws are in place to protect women. In addition, policy measures under the National Development Plan aim to promote65 the full realisation of human rights and fundamental freedoms for men and women, promote all equal-opportunity aspects in employment policies. This includes reduction of occupational segregation and helping reconcile work and family life, as well as to counter the persistent under-representation of women in all decision-making spheres. It also aims to promote equal access and full enjoyment of social rights such as access to the same job opportunities for men and women, in order to eliminate gender disparities in primary and secondary education and at other educational levels by 2025. However, the policy lacks a specific

---

64. INFOSI - National Institute for the Promotion of the Information Society https://www.infois.gov.ao/ (accessed on 1 April 2022).
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approach on women-ICT and online gender based violence (OGBV).

The Angolan government has adopted policies to support gender issues, including the advancement of women, to support victims of violence, to give due recognition to families, to develop communities and to promote rural women. The President also mandated a review of the percentage of representation of women at all levels to increase it to at least 40%. National campaigns to prevent violence and traditional practices that violate the rights of women and girls have also been launched. However, there is no specific focus on online violence against women and girls. Laws are not adequately harmonised to address the use of technologies.

The gender gap index score in Angola remained at 0.66 in 2021. Females were 34% less likely to have the same opportunities as males. Gender disparities were more pronounced in the categories of economic participation and opportunity, and political empowerment. In April 2021 the Secretary of State for Telecommunications and IT, Mário Augusto de Oliveira, expressed support for technological initiatives that are developed by women. Oliveira emphasised that ICTs play an important role in the economic development and participation of women. Therefore, it is important to reduce the gender gap in the sector and to encourage young women to choose careers in the ICTs sector.

On OGBV, there is inadequate disaggregated data focusing on gender-based violence committed through ICTs against women and other marginalised groups in Angola. Cases of online violence against women usually manifest in the form of defamation and publication of personal information on digital platforms. These forms of violence were denounced by Association Ondjango, a feminist nongovernmental organisation, which using Facebook as their main mobilizing tool, tried to raise awareness about crimes against women online, but also generally in Angola.

The issue of women and ICTs is not the only issue related to the inclusion of social and vulnerable groups in Angola. For example, Angola lacks a national framework or policy concerning the protection of children from harm in the digital environment. The country also lacks legislation to support digital inclusion for children and persons with disabilities (PWDs).

64. INFOSI - National Institute for the Promotion of the Information Society https://www.infosi.gov.ao/ (accessed on 1 April 2022).
CONCLUSION

This report reflects the current status of digital rights in Angola. Specifically, it analyses the exercise of fundamental rights such as access to information and freedom, including how the government has dealt with their protection in 2021. Although the current government has a slightly better human rights record than the previous dispensation under President José Eduardo dos Santos’ rule, recent events revealed increased incidents of human rights violations. The independence of the media is still compromised by state interference.

The report also shows that the COVID-19 pandemic resulted in the closure of independent print media, prompting some journalists to turn to online publishing, although there are still challenges. On one hand, false information, often unsourced or wrongfully credited to reliable media, is increasingly common, especially on social media and other messaging platforms. There is also a tendency for the government to control the media, especially by monitoring the activities of private television and radio stations. This trend compromises the enjoyment of fundamental rights and freedoms including the right of access to information and freedom of expression. In addition to that, as noted in this report, Angola lacks a national framework or policy concerning the protection of children from harm in the digital environment.

The country also lacks legislation to protect women on the online landscape and digital inclusion in the context of persons with disabilities (PWDs). In order to change this reality, there is a need for the government to promote a wide discussion on the adoption of specific legislation. Given that Angola will hold elections in August 2022, it will be important to monitor how the country manages its communications system, particularly to protect personal data and internet access during elections. This is necessary to allow great access to information and freedom of expression, which are fundamental freedoms encapsulated in the ACHPR 2019 Declaration and other relevant international standards.

Angola lacks a national framework or policy concerning the protection of children from harm in the digital environment.

RECOMMENDATIONS
In light of the identified gaps, the following are the recommendations:

THE GOVERNMENT

- As required under principle 20 of the ACHPR 2019 Declaration, the government should take effective legal and other measures to investigate, prosecute and punish perpetrators of attacks against journalists and other media practitioners, and ensure that victims have access to effective remedies.

- The government should create a conducive environment for the free flow of information during elections, in line with the ACHPR Guidelines on access to information and elections in Africa, guaranteeing the unrestricted use of the Internet during that period (ACHPR 2019 Declaration, principle 37).

- To improve ICT resiliency, Angola should urgently define response plans to be deployed in the event of a major ICT attack on their critical infrastructure. These plans should describe what immediate nation-wide actions would be taken, as well as digital fall-back alternatives, to ensure that government and organisations would still be able to operate even with a sudden loss of digital tools and networks.

- In order to promote greater access to the Internet, the government should boost budgetary allocations for the ICT sector and expand the Angola Net One project, particularly in rural areas. It can be done in conformity with principle 37 of the ACHPR 2019 Declaration on access to the internet.

- The government should implement measures to raise the awareness and build the capacities of journalists and other media practitioners, policy-makers and other stakeholders on laws and standards for ensuring safety in the communication sector.

- The Angolan government should accelerate implementation of its strategy on intelligence, with respect to the 473 Resolution on the need to undertake a study on human and peoples’ rights and artificial intelligence (AI), robotics and other new and emerging technologies in Africa, adopted by the African Commission on Human and Peoples’ Rights in February 2021.

- Finally, regarding ownership, there is need to clarify the details about the nationalisation and privatisation of the media companies since it can represent a limitation of freedom of expression in Angola. Currently, the State is controlling the public media as the ‘Televisão Pública de Angola (TPA)’, it is recommended that the government should consider taking positive measures to promote digital plurality media. The nationalisation and privatisation process should be transparent and open to all stakeholders in the communications market.
CIVIL SOCIETY
- Civil society organisations should work in a coordinated manner to denounce cases of human rights violations, both offline and online, by creating mechanisms to channel information in real time.
- Local civic organisations should be trained to better understand national legislation and international instruments that will enable them to carry out advocacy actions for human rights in virtual and physical space.

PRIVATE SECTOR AND ICT PLATFORMS
- Private institutions should demonstrate their commitment to cybersecurity and work in close collaboration and partnership toward the shared objective of protecting citizens, businesses, and organisations in the digital era.
- It is necessary to create initiatives between the main digital platforms and the private sector in the creation of internet facilities, through free digital plazas in the main urban centres and rural areas of Angola, in order to expand connectivity in the country.

ACADEMIA
- There is a need for more research that focuses on digital rights in Lusophone countries such as Angola, as there are few working properly documented locally by the academia.
- There is a need to adopt academic language that is more accessible to the ordinary public, as well as the use of technical terms on digital rights that are appropriate to the context.

“There is a need for more research that focuses on digital rights in Angola.”
Between the reforms of the digital code and the risk of internet connection cuts during the elections, 2021 has been an eventful year on the Beninese web.

This report presents the state of digital rights in Benin in 2021. It reveals the risks of the current digital code on opinion leaders and journalists. It also highlights the difficulties of accessing the network due to the cost of the internet as well as a significant mobilization to counter the shutdowns of the web during the election period.

These challenges must push the authorities to organize a real collective reflection with all the parties around the legal text, which the digital code represents. The government must also ensure greater transparency around the tariff schedule of telephone operators.
The year 2020 was marked by the arrest of two journalists following their online activity and the launch of more than 250 e-services which raised numerous issues (security, protection of personal data, etc.) that we mentioned in the previous 2020 report.

The digital code in the Republic of Benin established by Law No. 2017-20 is not the only issue of the past year. During this election year, users of digital services tried to warn against an abusive shutdown of the network. In addition, everyone should be able to have equitable access to the internet when looking at the cost concerned.

In several African countries, the massive use of social networks by citizens is accompanied by increasingly restrictive legal standards. In Benin, the debates concerning the digital code are tense, around which many civil society associations are asking for a revision. In this context, it has been summarily laid out, but questions continue to arise. The key concern is whether this digital code is positive for freedom of expression and there is fear that it can be used to restrict the rights of journalists.

The digital code in the Republic of Benin established by Law No. 2017-20 is not the only issue of the past year. During this election year, users of digital services tried to warn against an abusive shutdown of the network. In addition, everyone should be able to have equitable access to the internet when looking at the cost concerned.

**THE DIGITAL CODE IN QUESTION**

The year 2020 was marked by the arrest of two journalists following their online activity and the launch of more than 250 e-services which raised numerous issues (security, protection of personal data, etc.) that we mentioned in the previous 2020 report.\(^1\)


On December 21, the Beninese Human Rights Commission released its 2020-2021 activity report to deputies. In the latter, she points to a decline in freedom of expression. In question, the digital code which she asks parliamentarians to read again.

“Several repressive provisions of this law jeopardize freedom of expression and freedom of the media in Benin,” says the commission.

Benin occupies the 114th position out of 180 countries in the World Press Freedom Index published by Reporters Without Borders (RSF) in 2021. The country has lost 36 places since 2016. In this same ranking, Nigeria has also fallen from 5 places compared to 2020.

The amendments relate to the reduction from nine to five of the number of advisers to the Electronic Communications and Postal Regulatory Authority (Arcep), the reduction from eleven to eight of the number of members of the Data Protection Authority to personal character (Apdp) and the replacement of the name “Minister of Electronic Communications and Post” by “Minister in charge of Electronic Communications.”

On May 3, 2021, World Press Freedom Day, RSF called on the Beninese authorities to reform the Digital Code. “This text should not be used to arbitrarily detain journalists, a practice that has largely contributed to Benin’s free fall in the World Press Freedom Index in recent years,” RSF notes on its website.

Benin in its report of December 10, 2021 on the situation of human rights in Benin in 2021 deplored the fact that journalists continue to be prosecuted on the basis of the digital code. Amnesty specifies that a revision is essential in particular of the provisions which restrict the freedom of expression. Indeed, accused of electronic harassment, journalists Patrice Gbaguidi and Hervé Alladé (respectively editor-in-chief and owner of the private daily Le Soleil Benin Infos) have been in prison since November 2021. CPJ said:

“They are accused of having violated the Beninese digital code, which came into effect on April 20, 2018, because their report on alleged wrongdoing by a public official was shared on social media.”

Published on August 25, 2021, this report was subsequently the subject of a complaint filed by the person concerned, Marcellin Laourou, a Beninese customs official.

Published on May 3, 2021, World Press Freedom Day, RSF called on the Beninese authorities to reform the Digital Code. “This text should not be used to arbitrarily detain journalists, a practice that has largely contributed to Benin’s free fall in the World Press Freedom Index in recent years,” RSF notes on its website.

The Digital Code was adopted to offer companies and investors strong legal certainty while guaranteeing citizens high protection in order to build their trust in digital services. It is a major text that is a novelty on the African continent.
While the Code has entered into force, the prospects it allows to consider do not exclude that its application is surrounded by difficulties, observes the jurist Julien Comlan Hounkpè in Ciomag.3

Also, for the latter, “the intervention of the legislator did not consider the calls of human rights organizations and media professionals, for a re-reading of the Digital Code.” For Harold Adjaho, president of the Beninese chapter of the Internet Society, “the latest modification of the digital code is of little importance. It had no significant impact on the state of affairs.”

ELECTIONS WITHOUT INTERNET SHUTDOWNS

In 2020, Access Now’s #KeepItOn coalition documented 155 shutdowns in 29 countries, including 10 in Africa. In Benin, two months before the presidential elections in April 2021, the Beninese chapter of the Internet Society mounted a campaign with the hashtag #CoupezPasInternet (#DontCutInternet) to avoid another shutdown of networks on election day. During the elections, the Beninese chapter used various tools to monitor Internet traffic and connectivity. No disturbances were observed on election day. “I, for one, think we stopped them from suspending the service [and made them think]. We focused on the economic consequences that a cut could have. The government is pushing for economic reforms… and, I think they understood that if they had shut down the internet this time it would have been disastrous,” says Harold Adjaho, president of the Beninese chapter of the Internet Society.

The request is clear: the billing of 1 Giga of data at 500fcfa (a little less than 1 euro). According to the estimate of several users, today when you pay 500 fcfa, you have an average of 400 MB to browse the internet. The latter therefore want the double in order to have more time to train, publish forums or simply to do e-commerce.

Many Internet users were quick to denounce the price of the packages. One of them writes: “Because internet packages are expensive, we can no longer work properly. Internet packages being expensive, we are no longer able to carry out our online activities. Because internet packages are expensive, we are sometimes unable to support our artists by viewing and sharing their work. Review your rates and speeds”.

Indeed, it is essential to lower the costs of the internet, how do we justify charging a Gigabyte at 500 FCFA. What is going to happen with the price tomorrow?

“We need to know the real costs of an Internet connection worthy of the name, the share collected by the State, the operators and the fixed costs linked to the maintenance and proper functioning of the network.”

In 2018, with the #TaxePasMesMo campaign, the Benin Bloggers Association and civil society have already called for lower internet connection costs.

Compared to the year 2020, we have witnessed in Benin in 2021 a political will to improve the legal framework related to the use of digital technology and the digital code precisely.

A petition published by Joachim Sehonou, one of the participants in the campaign, collected more than 3000 signatures. “We want prices to come down. May the authorities at different levels support us in this fight,” he wrote on the petition page.

Internet users have also called for a pure and simple boycott of operators in order to force them to review their price list.

In response to a publication by an Internet user who criticized the high cost of the Internet connection, the country’s leading telephone operator suggested that the change in tariffs was the responsibility of the telecommunications regulatory authority. He acknowledged, a few days later, that he was free to apply the rates of his choice.

According to Ramanou Biaou, specialist in cyber-intelligence and former president of the Beninese chapter of the Internet Society, “We must ensure that the fall in the cost of the Internet connection does not degrade the quality of the networks.” As stated by the former manager of Beninese members of the Internet Society, users and organizations for the defence of digital rights must come together in coalition to address a plea to economic and political actors to reduce the high cost of accessing the Internet.

“It is essential to lower the cost of the internet.”

In 2018, with the #TaxePasMesMo campaign, the Benin Bloggers Association and civil society have already called for lower internet connection costs.
RECOMMENDATIONS TO CONSIDER

Despite these efforts, as in 2020, Beninese journalists have been prosecuted in the exercise of their activity. It is therefore urgent that:

• A real reform of the digital code takes place in consultation with civil society organisations.

• In order to make the digital code better known, it would be necessary to train and raise the awareness of the various players in the ecosystem and the population.

• There is a need to adopt less restrictive laws on freedom of expression to avoid internet disruptions during election periods.

• Civil society organisations must also create links with the media in order to support them and make their actions better known.

• The very high cost of digital connectivity has been for several years a real problem in Benin. Telephone operators must therefore review their tariff schedule in order to allow easy and equitable access to the network and work towards increased broadband access.

• The National Assembly is also urged to pass a law to promote, guarantee and strengthen Internet access for all.

“There is a need to adopt less restrictive laws on freedom of expression to avoid internet disruptions during election periods.”
The Londa Digital Rights and Inclusion report for 2021 expands on the analysis provided in the 2020 report to assess progress on a range of topics impacting digital rights in Botswana. Particular emphasis was placed on the commonalities and contrasts in their hegemonic existence in this study, the subjects covered include: the effect of COVID-19 regulations on digital rights and inclusion, online freedom of expression, privacy, digital identity as well as surveillance, digital access – and recognising thematic issues in both the approaches and subject matter for contextualisation.

Additionally, the study examines key challenges and opportunities associated with creating a unified approach to ICT regulation in Botswana, offering findings both through qualitative and quantitative analysis. This report makes three major observations on country approaches to digital rights and ICT policy:

- Without proper checks and balances, the government continues to use surveillance technologies illegally to monitor citizens; this capability is altering the governance environment while potentially providing another tool of repression.

- The government has expanded its power over the digital space by introducing new forms of regulations including, most recently, a proposed Criminal Procedure and Evidence Bill, despite having the Data Protection Act enacted and having come into effect.

- While misinformation and fake news are often viewed as threats to democracy, government censorship and intimidation of journalists and civilians persist. Though concerns about Botswana’s surveillance capabilities remain, there were no reports of blocking or filtering, nor were there restrictions on online activism via social media in 2021.

Evolving policy frameworks and governance procedures have resulted in little effort to establish a multistakeholder digital rights agenda, and in many ways, consultative democratic processes are usually overlooked. To maximise the efficiency and effectiveness of this partnership, an ICT working group of diverse stakeholders should be formed to provide oversight, analyse existing legislation, and serve as a conduit for communication with policymakers.
Botswana is one of Africa’s democratic states, having long been lauded for its outstanding democracy and transparency. The Southern African nation received a score of 72/100 in Freedom in the World 2021, Freedom House’s annual assessment of political rights and civil liberties. Additionally, the country is classified as one of the least corrupt governments in Sub-Saharan Africa by Transparency International, receiving a score of 60 on the 2020 Corruption Perception Index (CPI). A small, landlocked country with a population expected to grow up to 2.4 million people, according to United Nations forecasts, and with a per capita GDP of roughly US$ 18.5 Billion in 2022. Botswana has transformed itself, rising to upper middle-income status and becoming one of the world’s fastest growing economies, with an average annual growth rate of approximately 4.6%.

Given Professor Klaus Schwab’s reasoning about rethinking the digital economy, it stands to reason that the World Economic Forum’s (WEF) policy narrative on the Fourth Industrial Revolution (4IR)—as defined by the increasing use of new technologies such as artificial intelligence (AI) will advance the cause of socio economic disruption in Africa. In order to reap the benefits of this
digital transformation, during his November 2019 inauguration, Botswana’s President, Mokgweetsi Masisi, expressed his goal to leverage technology and build a more diversified knowledge-based economy, driven by the Information and Communication Technology (ICT) sector.

Botswana’s new concept for economic, governmental, and social development can be linked to the recently launched “SmartBots” proposition. This initiative necessitates public sector transformation, developing digital skills, increased internet access, new e-government policies, and increased use of ICT as a means of job creation and development. Botswana has established the ICT groundwork for implementing its ongoing visionary aspiration over the last few decades, beginning with the establishment of the Government Computer Bureau in the 1990s followed by the country’s first convincing ICT roadmap, then the 2007 National Information and Communications Technology Policy (also known as Maitlaimo).

To illustrate Botswana’s developmental agenda, the ICT infrastructure was developed by modernising the telecommunications sector, implementing key legislations to foster favourable ICT legal and regulatory frameworks. Moreover, adopting IT transformation in the public sector, initiating major e-government projects, rolling out digital literacy initiatives, and leveraging ICT technologies to stimulate sustainable economic growth, and enhancing the capacity to utilise ICT technologies to spur sustainable economic development.

One of the impediments to the development of effective internet policy in Botswana is the inability of existing human rights instruments to adequately protect citizens from online human rights violations even though Botswana ratified the International Covenant on Civil and Political Rights (ICCPR) in 1966, and the Convention on the Rights of Persons with Disabilities in July 2021, both of which are legally enforceable. Emphasising these treaties points us to the importance of the Internet as a medium for communication, socialising, and online business transactions. These treaties help establish a consistent standard for governing the relationship between the state and the citizens, ensuring that internet policies and digital rights principles are binding on states and other players in the Internet environment.
At the regional level, the African Union (AU) has adopted a Convention on Cyber Security and Personal Data Protection of which Botswana is not a signatory. However, the government enacted the Cybercrime and Computer Related Crimes Act (Act 18, 2018) as part of its policies, standards, and practices that integrate and shape national cyberspace, as well as other capacity development initiatives. Looking at other extensions of well-established African human rights frameworks, including the 1981 African Charter on Human and Peoples’ Rights, Botswana as a state party is compelled to adhere to the principles of this Charter, having adopted it in 2001. The Model Law on Access to Information in Africa, adopted in April 2013, embodies almost similar themes outlined in the 2002 Declaration of Principles on Freedom of Expression in Africa, which is currently being revised to incorporate issues of freedom of expression, access to information, and digital rights. Both laws’ principles exemplify the importance of addressing emerging challenges in Botswana, including media control, press freedom, limits related to cybercrime laws, and regulating the internet space and information access.

**THEMATIC ASSESSMENT**

**IMPACT OF COVID-19 REGULATIONS ON DIGITAL RIGHTS AND INCLUSION**

Figure 1 | New COVID-19 Statistics and Vaccine Report

Source: Botswana Government

https://www.facebook.com/BotswanaGovernment

---

https://au.int/sites/default/files/treaties/29560-sl-AFRICAN%20UNION%20CONVENTION%20ON%20CYBER%20SECURITY%20AND%20PERSONAL%20DATA%20PROTECTION.pdf (accessed on 15 January 2022)

15. African Charter on Human and Peoples’ Rights (also known as the Banjul Charter)  
https://www.achpr.org/legalinstruments/detail?id=49 (accessed on 22 January 2022)


The BSafe application was developed as a replacement to traditional Covid-19 contact tracing approaches. Though this application was deemed privacy compliant and in-line with Botswana’s data privacy law by the government. With a lack of established data protection authority to implement the legislation and oversee the application’s deployment, security breaches were highlighted and citizens filed a lawsuit against the country’s Covid-19 task force, questioning the platform’s privacy policies. This emphasises the significance of establishing an autonomous data protection authority, like the Information Regulator established by South Africa’s Protection of Personal Information Act.

In March, President Masisi proclaimed a COVID-19-related state of emergency, and in April, broad emergency regulations were gazetted. Among other measures, the Emergency Powers Act (EPA) restricted the right to strike, and declared that sharing false pandemic-related news was illegal. These sweeping emergency powers were considered equivalent to restricting freedom of speech and expression, and had the potential to violate human rights.

**FREEDOM OF EXPRESSION ONLINE AND INTERNET DISRUPTIONS**

Restriction of freedom of expression online and internet disruptions are human rights issues that have received serious attention across Africa. Persistent internet shutdowns imposed primarily by authoritarian states in many African countries, and non-compliance with international laws require urgent action at both the national and continental levels. Despite these regional issues, it is important...

---
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to mention that Botswana has never imposed an internet blackout against citizens. This demonstrates why Botswana is recognised as one of the continent’s most effective democracies.\textsuperscript{22}

It is evident that regional bodies such as the AU have not responded to internet shutdowns effectively in the past and no action has been taken to stop this tendency, despite the fact that the African Commission on Human and Peoples’ Rights has expressed its concerns regarding these issues.\textsuperscript{24}

---

\textbf{DIGITAL EXCLUSION IN AFRICA AND ITS IMPACT ON HUMAN RIGHTS}

While many African governments contemplate various national policies to bridge digital gaps, a human rights-based framework that supports digital inclusion should be given more priority to promote the digital economy. Given the need to develop human rights norms and standards, effective policies and programs that focus on development of ICT infrastructure and bridging the digital gap are imperative to fostering open governance and inclusion.

The practices witnessed in some African countries continue to impede these efforts to promote access and affordability of digital technologies, as well as unjustly restricting citizens’ rights to free speech, privacy, and access to information – and these continue to harm efforts to overcome the increasing digital gaps and exclusion. Further, they obstruct significant technological adoptions, undermining ICT’s ability to strengthen governments and contribute to sustainable development.

---

\textsuperscript{22} According to the Democracy Index, flawed democracies conduct free and fair elections and uphold fundamental human rights notwithstanding issues such as media freedom violations. They do, however, have severe shortcomings in other facets of democracy, including governance issues, a lack of political culture, and low levels of political engagement.


PRIVACY, DIGITAL IDS AND SURVEILLANCE

In Botswana, there are no general laws that regulate surveillance by law enforcement agencies. In the respective laws that establish the agencies, only the surveillance and interception of private communication is provided for under the 2007 Intelligence and Security Service Act (ISSA).25 Recently, Botswana’s government proposed the Criminal Procedure and Evidence Bill, which grants the government the authority to intercept communications and compel information disclosure to state intelligence and law enforcement authorities.26

The Counter-Terrorism Act (Act 24, 2014) establishes measures to prevent and combat terrorism, including financing terrorism; it also establishes the Counter-Terrorism Analysis and Fusion Agency and provides for related matters. The Botswana Telecommunications Act of 1996 (Act 15, 1996) on the contrary provides for the telecommunications industry to disclose customers’ private communications to law enforcement agencies and the courts. This directly threatens vulnerable groups and facilitates surveillance by making it easier for law enforcement authorities to monitor people.

The Data Protection Act 32 of 2018 (DPA) was enacted by the Botswana Parliament in order to realise the right to privacy guaranteed in the Constitution. This DPA came into effect on 15 October 2021. The DPA came into effect.27 The right to privacy is guaranteed in section 9 (1) of the Botswana Constitution, while the Data Protection Act of 2018 establishes the statutory framework for the processing of sensitive personal data.28 Section 25 of the Act forbids the processing of genetic and biometric data and allows it only where the processing is consistent with the principles in Sections 20 and 26 of the law, such as consent and necessity, are met.29
In 2020, Botswana’s Ministry of Nationality, Immigration, and Gender Affairs appointed Veridos’ ICAO-compliant passport software system with integrated biometrics, extending the company’s long-standing relationship with the government to include data enrollment and personalised management system, as well as identification document readers for immigration control. Extended Access Control (EAC) safeguards biometric data contained on the passport’s chip using the Veridos software solution.

Although little is known about the interception capabilities of Botswana’s security forces, the security agents are thought to have used Cellebrite’s Universal Forensic Extraction Device (UFED) and Physical Analyzer technology to retrieve and assess information from journalists in Botswana. Cellebrite, owned by Japan’s Sun Corporation, claims its UFED toolset can recover data from phones, SIM cards, and other devices even after they’ve been wiped.

While some of these regulatory frameworks can be considered necessary to strengthen the government’s ability to combat terrorism, maintain public order, and fight cybercrime, state actors have misused their capability to conduct illegal surveillance and interception of private communication, compromising citizens’ digital rights such as privacy, freedom of expression, and access to information.

As a result, it is critical to contextualise active conversations about privacy rights in Botswana by analysing patterns with how state policies and practises have moulded and limited these freedoms over the years.

HATE SPEECH, MISINFORMATION AND CRIMINAL DEFAMATION LAWS

Botswana has no laws that specifically address hate speech but Section 14 of the Botswana Constitution guarantees freedom of expression and there are limitations granted in Section 12(2), which allows for the regulation of freedom of expression. Throughout the COVID-19 epidemic, the Botswana government has regularly cautioned members of the public and media to adhere to accepted standards of news reporting, such as verifying information before posting and avoiding deception through the dissemination of fake news.

Despite the paucity of successful prosecutions, the state often pursues civilians under various acts, including the widely utilised Cybercrime and Related Crimes Act. The application of this legislation, while not aimed at regulating the Internet, is still used to charge victims, justifying pre-trial imprisonment and adversely affecting online freedoms. This action exemplifies the dangers faced by civil society actors, journalists, and activists, with many of these cases remaining open indefinitely.

For example, the Botswana Police Service (BPS) detained local journalists between April and May 2020 for exposing information about COVID-19 and local politics. The journalists were charged with “with the intention to deceive” under the emergency COVID-19 laws, as well as “publication of alarming statements” under the Penal Code and “offensive electronic communication” under the Cybercrime Act. If such charges are proven in court, a prison sentence of up to five years or a fine of 100,000 Botswana pula (US$9,250) may be imposed.
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imposed. Defamation is also a punishable crime; a recent example of a defamation lawsuit involves Khato Civils (Pty) Ltd and the Umbrella for Democratic Change (UDC). As an argument in this case law, the aggrieved challenge the Umbrella For Democratic Change to produce proof in support of the defamatory and deceptive statements meant to destroy the company’s and its chairman’s good name.

Access to Information, Digital Infrastructure and Prioritisation of ICT

Given the fact that access to information laws provide safeguards for individuals’ rights to information, the pandemic has demonstrated how ineffective these measures remain in practice. Numerous African countries, even well-known democracies such as Botswana, lack access to information laws. Along with limiting access to information, the government has threatened and arrested individuals and journalists for disclosing information regarding Covid-19 malfeasance. Botswana’s Constitution protects freedom of expression and a free press, but efforts to constitutionally protect citizens’ rights to privacy in communication (such as mobile phones) and access to government information have stalled.

Botswana’s National ICT Policy approach aims to promote national ICT penetration; yet, the process of digitization remains low in the country as a result of the government’s failure to implement ambitious policies for universal ICT and technological literacy.

Besides this, the Internet’s limited bandwidth and high data charges have impeded efforts to expand digital access and affordability. The Botswana Communication Regulatory Authority (BOCRA) was established in April 2013 with the responsibility of governing the information and communications technology (ICT) sector.

Three mobile network operators (MNOs) dominated the 2021 telecommunications statistics by number of subscriptions:

- Mascom Wireless has the largest mobile broadband subscriptions (1,053,139)
- Botswana Telecommunications Corporation (BTC) also known as beMobile Botswana at 230,995
- Orange (989,229)

According to Statistics Botswana, fixed telephone line subscriptions fell by 3.9 percent in the second quarter of 2021, from 139,930 in the first quarter to 134,498 in the fourth quarter, from 139,930 in the first quarter to 134,498 in the fourth quarter.

Subscriptions to mobile cellular phones, on the other hand, increased by 0.9 percent from 3,876,773 in Q1 2021 to 3,911,833 in Q2 2021.

Internet subscriptions, like fixed telephone subscriptions, dropped by 3.2 percent in Q2 2021, from 2,323,120 in Q1 2021 to 2,249,137.

Nonetheless, this decline could be attributed to the pandemic’s major impact, which cut household incomes, hence reducing mobile phone affordability. Some of the issues associated with these statistics include a lack of reliable broadband connectivity during lockdown, limited access to electricity in remote areas, and a lack of expertise for maintenance.

Figure 2  Internet subscriptions by quarter and year Q1 2018 - Q2 2021

![Internet subscriptions by quarter and year Q1 2018 - Q2 2021](image)

Source: Statistics Botswana

**ARTIFICIAL INTELLIGENCE NATIONAL STRATEGY**

Botswana has yet to publish its national artificial intelligence policy, while publicly declaring readiness for the Fourth Industrial Revolution. Botswana was ranked 109th on the 2021 Oxford Insights Government AI Readiness Index with a score of 36.33 overall, compared to its 121 ranking in the 2020 study with a score of 33.27. This increase is almost certainly the effect of the country’s new AI initiatives, which include the Vice President’s push to encourage firms to create research centres across the country and recruit AI experts.

---


37. Oxford Insights ‘Government AI Readiness Index 2020’ [https://static1.squarespace.com/static/58b2e92c1e5b6c828058484e/t/5f7747f29ca3c20e5cb5987c/1601653137399/AI+Readiness+Report.pdf](https://static1.squarespace.com/static/58b2e92c1e5b6c828058484e/t/5f7747f29ca3c20e5cb5987c/1601653137399/AI+Readiness+Report.pdf) (accessed on 01 February 2022)

With the increasing convergence of digitalisation and datafication throughout industry sectors, the global digital economy setting is increasingly integrating with 4IR technologies such as the Internet of Things, big data, machine learning, robotic systems, cloud technology, blockchain, and virtual reality.

While the government is in the process of diversifying its economy, the newly introduced National E-commerce\textsuperscript{39} and SmartBots\textsuperscript{40} strategies demonstrate the government’s commitment to embracing emerging technologies to develop the envisioned knowledge-based economy. Botswana has also identified 4IR as a critical driver of national transformation in its long-term National Vision 2036, with the goal of establishing a sustainable, technology-driven, and commercially vibrant economy.

The advances in a number of Botswana’s established businesses suggest that they have already fully or partially integrated AI-driven technology into their routine business operating processes. To foster these cross-sectoral advancements, a joint effort between the public and commercial sectors is necessary to grow the economy and close the existing skills gap. Without this approach, a national AI policy will be ineffective to develop and implement. Botswana, like many other developing countries in Africa, is experiencing a skills deficit of AI specialists. To address this obstacle, the government would need to convene an AI task force composed of experts from key government agencies, the commercial sector, academia, civil society and other stakeholders to design a roadmap for implementing AI technology in the national context.


\textsuperscript{40} ibis
If exposure to leadership opportunities and access to digital technologies are directly related to social and economic development, it is critical that women in Botswana understand and utilise these technologies. As Botswana prepares to rebuild following COVID-19, digital access and affordability offers new opportunities for women in business. Entrepreneurship should be considered a critical driver of Botswana’s socio-economic prospects. According to the United Nations, the female economy is:

“[…] the world’s largest rising market, with the potential to add $12 trillion to global GDP by 2025 […]”

In a post-pandemic period, innovative startups that offer digital solutions are critical to the country’s sustainable socio-economic prosperity. Also, gender-sensitive national ICT policies that account for gender inequities need to be developed to ensure that women are included fairly in Botswana’s developmental strategy. The AU’s Agenda for Gender Equality and Women’s Empowerment places considerable emphasis on women’s inclusion in the continent’s developmental strategy.41

Source: https://data.unwomen.org/country/botswana

CONCLUSION AND RECOMMENDATIONS

Given the foregoing, it is evident that Botswana’s status of digital rights and inclusion is worrying, and may deteriorate further given the country’s current legislative trends. This research provides the following recommendations for resolving some of the country’s most perplexing digital rights issues:

• In response to countering dis/misinformation, journalists and the media could bolster government efforts by providing fact-checking tools and training on how to combat dis/misinformation.
• The gender digital divide exists mostly as a result of policy failure. Improved broadband policy through private sector provisions provides a clear path ahead in terms of increasing women’s internet access and use, as well as progressing toward universal access goals.
• Additional research from academia and government is needed to conduct a national study assessing existing ICT policies in terms of their impact on women and digital divide - and ensuring women’s participation in these policymaking processes.
• Government should collaborate with academia to execute evidence based research that maps existing policies in order to simplify the scoping of ICT laws and policies in Botswana. This will provide insights of the existing opportunities and challenges these regulations present in the field of digital rights.
• Government should be transparent about their surveillance capabilities and the tools being used in monitoring citizens, to advance public confidence. This entails expanding on existing reform efforts and best practices at a country level.
• Lawmakers and civil society groups advocating for human rights should hold open consultative sessions to address illegal state surveillance and provide proposals on surveillance technology standards and policies that aligns to universal human rights norms and standards.
• Media companies should prioritise digital safety training for media practitioners by implementing programs and policies that contribute towards increasing online safety and security in publishing information.
• Governments should prioritise regaining public trust through the adoption and effective enforcement of access-to-information laws.
• Academic institutions have a role to play in leading evidence-based research on digital rights, particularly internet freedom, and in establishing curricula aimed at increasing public knowledge of various digital rights and related challenges.
CAMEROON

This report presents the state of digital rights, internet freedoms and digital inclusion in Cameroon in 2021. Digital rights and inclusion are an important part of human rights. These rights deserve to be monitored in view of the level of recurring violations between Internet shutdown, arrest of journalists and activists, censorship of websites and social networks, disruptions of the internet network, control, mass surveillance or the theft of personal data.

Various crises have accentuated the rise of hate speech and disinformation, in particular on the COVID-19 crisis during the year 2021. These various evils have contributed to a policy of digital exclusion, often for political reasons affecting human rights and ICT development. In Cameroon, despite efforts, the need remains visible with regard to ICT infrastructure. In 2021, Cameroon recorded no major digital rights violations. However, some actions contributed directly or indirectly to the recorded violations.

To improve the face of digital rights and digital inclusion, the government must urgently develop a law on the management of personal data; have an evaluation plan for projects in the ICT sector including all players in the ecosystem and develop a mechanism for transparency in the management of financing from the special ICT fund. Transparent digital governance is also necessary with a plan to promote artificial intelligence.
Cameroon is a bilingual country (French and English) located in Central Africa with an estimated population of over 27 million in 2020. The gross domestic product (GDP) is estimated at 479 billion FCFA over three years, including 180 billion in 2020.

Over the past 20 years, Cameroon has adopted various laws in the ICT sector. But it is since 2016 that the development of digital is defined in the Strategy Document for the Growth of Digital called Strategic Plan Cameroon Digital 2020. Several areas of this strategic plan were not achieved for economic and structural reasons. The new digital plan for the next few years has been included in the National Development Strategy (SND) plan for 2030.

3G mobile coverage in Cameroon is estimated at a satisfactory rate of 69% with individual Internet use of 23% since 2018. The Internet market in Cameroon has four operators, namely MTN, Orange, Nexttel and Camtel, which provide different types of network coverage, 2G, 3G, 4G and even 5G. Alongside these telephone and Internet operators are around fifty Internet access supply companies. In Cameroon, the 5G network covers less than one million users on the national territory.

---

2. Indicators and economic conditions, Treasury and Economy (2019) https://www.tresor.economie.gouv.fr/Pays/CM/indicators-et-conjoncture#:~:text=Le%20Gouvernement%20a%20pr%C3%A9sent%C3%A9%20une%20mesure%20dinterm%C3%A9diaire%20de%20la%20tranche%20inf%C3%A9rieure (accessed 23 January 2022).
According to the report published by Hootsuite and We Are Social, Cameroon had approximately 9.15 million Internet users as of January 31, 2021. A figure has increased by 1.3 million (+ 16%) between 2020 and 2021. Based on this growth, the Internet penetration rate in Cameroon stands at 34.0% in January 2021, indicating the same report. Among these Internet users, 4.3 million are users of social networks. This out of a global population estimated at 26.88 million inhabitants in January 2021, therefore an increase of 672 thousand (+ 2.6%) between January 2020 and January 2021.

ICT POLICIES AND REGULATORY FRAMEWORKS IN CAMEROON

For nearly two decades, Cameroon has implemented laws that govern certain digital sectors in the country. Regulatory bodies are at the center of digital policy in Cameroon. This is the Ministry of Posts and Telecommunications which coordinates all activities in the sector, and is the main government institution responsible for ICT in the country. The Telecommunications Regulatory Agency (ART) is the regulator of the mobile telephony sector and Internet connections. The National Agency for Information and Communication Technologies (ANTIC) is an institution responsible for promoting ICT and the fight against cybercrime on the national territory.

The specific digital legislation of the ICT sector is described in Law No. 2010/013 of December 21, 2010, governing electronic communications in Cameroon and supplemented by the law of 2015. This law establishes the procedures for establishing and operating communications networks.

Other laws were adopted in the same period, including Law No. 2010/021 of December 21, 2010 governing electronic commerce in Cameroon. Law No. 2010/012 of December 21, 2010 on cybersecurity and cybercrime in Cameroon sets the security framework for electronic communications networks.

---

COMPLIANCE WITH REGIONAL AND INTERNATIONAL FRAMEWORKS

Cameroon’s digital legislation draws its sources from regional and international legal instruments in this area. For example, the declaration of principles on the freedoms of expression establishes the principles of anchoring the rights to freedom of expression and access to information.\footnote{13. Declaration of Principles on Freedom of Expression and Access to Information in Africa 2019(2019) https://www.achpr.org/legalinstruments/detail?id=69 (accessed 5 January 2022).}

The principles govern freedom of expression, which extends to social media and the internet. Principle 1 outlines the importance of the rights to freedom of expression and access to information. Principle 5 of the declaration establishes the protection of the rights to freedom of expression and access to information online.

The digital regulatory framework has also been structured through the principles of the African Commission on Human and Peoples’ Rights as well as non-binding and relevant standards,\footnote{14. ACHPR, Model Law on Access to Information for Africa https://www.achpr.org/en_legalinstruments/detail?id=32#&text= accessing 23 January 2022.} such as the model law on access to information for Africa of 2013 and the Guidelines on Access to Information and Elections in Africa of 2017 as well as the adoption of the African Union Convention on Cybersecurity and Personal Data Protection.

COVID-19 AND IMPACT ON DIGITAL RIGHTS REGULATION AND INCLUSION

In 2021, Cameroon did not record any cases of major digital rights violations related to COVID-19. The shock of the health crisis encouraged the State in the implementation of projects for the development of innovation, digital and technological tools in the health field. Cameroon does not have a law on the protection of personal data. Some applications designed by the state or the private sector during the Coronavirus do not have terms of services or privacy policies. For example, the platform of the Ministry of Public Health of Cameroon, 3MS which is responsible for collecting and publishing the test results of COVID-19 for travelers does not have information on the conditions of use and confidentiality.\footnote{15. Minsanté, 3ms (2021) https://3msminsante.com/ (accessed 9 January 2022).}

This app like others contains personal and sensitive data including phone and passport numbers, birth dates, location and many more. However, users have no information about the fate of the data available on these platforms.
Under these conditions or no indication has been given, user data may be used for inappropriate purposes, particularly in the context of health campaigns, electoral operations, or in hacking operations.

To limit contact between people, the General Delegation for National Security (DGSN) launched in 2021 the first digital platform for enrolling passports online, the passcam portal, with the aim of facilitating the rapid obtaining of passports. Although the platform has the terms of use, unfortunately, it does not indicate the details on the confidentiality of the data collected, nor on the sharing of information with third-party entities.

**FREEDOM OF EXPRESSION ONLINE IN 2021**

Freedom of expression in Cameroon is often very threatened due to the regularly tense political context. Journalists, activists and bloggers were intimidated directly or indirectly by their opinion online during the year. The Coronavirus crisis has impacted the level of freedom of expression in Cameroon. The management and access to information on the disease are not fluid.

Cameroon does not have a national information center on the Coronavirus. Access to information on other areas remains limited, in violation of the model law on access to information for Africa which specifies in article 12 on the right of access to information that “subject to the conditions provided for in this law, any person has the right of access to information held by: (a) the public entities and the private entities referred to; and (b) other private entities...”

Journalists and Internet users are often obliged to content themselves in most cases with the information available on the sites of international organizations, often with delays in updating.

**INTERNET NETWORK DISRUPTIONS**

During the year 2021, Cameroon did not record any major Internet cuts from the various operators and Internet service providers. However, the Internet networks of the operators MTN and Orange recorded several network disruptions, causing enormous harm to users. Cameroon recorded on average more than 2 network disruptions per month with a total of approximately 60 disruptions per year. These disturbances last between 30 minutes and 2 hours and are rarely reported or notified by network operators.

During these disruptions, mobile money services are also affected, and transactions are impossible. Telephone operators generally blame the break in the optical fibre linking Cameroon to Brazil, or ongoing maintenance work. Notification of these cases of network disruptions to customers is rarely done, while the contract between customers and Internet network operators provides for the opposite. Optical fibre in Cameroon is offered under contract by Camtel, a public mobile phone company, also an Internet service provider.

Since 2021, certain taxes on electronic transactions have been considered as a brake on innovation and technological development. In the 2021 finance law, the government announced the charging of 19.25% tax for all electronic operations. Thus, all purchases of products and services are subject to this imputation.

Cameroon has taken a big step in the development of its digital infrastructure over the past 5 years, through the construction of database centres, data centres, the improvement of the Internet connection by optical fibre between Cameroon and Brazil by cables submarines, the deployment of two Internet exchange points (IXPs) in Douala and Yaoundé. The latest generation of technological equipment has been acquired for health centres or national police services for the production of biometric passports and in certain research laboratories.

But specifically, Law No. 2019/020 of December 24, 2019, supplementing certain provisions of Law No. 2016/007 of July 12, 2016 on the Penal Code, punishes the proliferation of hate speech as indicated in article 241 -1 relating to contempt and ethnicity:

“(1) Is punished by imprisonment for one (01) to two (02) years and a fine from three hundred thousand (300,000) to three million (3,000,000) francs, anyone who, by any means whatsoever, holds hate speech or incites violence against people because of their tribal affiliation or ethnic.”

Since 2019, no specific convictions for hate speech have been recorded in Cameroon, although hate speech is very often spread on social networks by identifiable people.

https://www.prc.cm/files/e4/df/69/d0803e347719aa9263eff2afe4c8c158.pdf (accessed January 9, 2022)
CONCLUSION

Cameroon recorded little news on violations related to digital rights and internet freedoms in 2021. However, slight cases of digital rights violations were recorded through disruptions of the internet network and networks of financial operations by mobile.

Some Data Breach Cases of a personal nature in the management of the covid crisis are also to be deplored. Online freedoms of expression and freedoms of protest have also been curtailed due to Covid, which has also heightened self-censorship of freedom of expression.

The COVID-19 crisis has enabled Cameroon to take a step forward in the development of ICT. Some infrastructure was built during the crisis and the quality of the Internet network has improved.

In the face of violations, the role of local and international organizations has remained dynamic and constant in the face of non-compliance with digital rights and freedoms through various actions and advocacy campaigns.

“Cameroon recorded little news on violations related to digital rights and internet freedoms in 2021.”
RECOMMENDATIONS

- For access to information on the COVID-19 pandemic, Cameroon must have a national information centre on the impact of COVID-19 and strengthen the mechanisms for accessing information offline and online for quality and up-to-date content.

- For freedom of expression online, Cameroon must strengthen the freedom of expression and association online and respect the national and international legal provisions in this area.

- To strengthen data security and the protection of privacy, Cameroon must adopt a law on personal data. The creation of an independent agency for the collection and management of personal data could better protect users.

- To limit the disturbances of the Internet network, Cameroon must create an independent agency for the management of the Internet network and the transparent management of optical fibre.

- To limit the spread of hate speech and its consequences, the government must enforce the law in this area. Also, the government must create an agency responsible for triggering sanctions against the authors of hateful and dangerous remarks and on the excesses linked to new technologies.

- As part of the development of technology infrastructure, the government must prioritize the development of infrastructure and the expansion of ICT Internet coverage in all regions of Cameroon.

- To promote artificial intelligence, the government should develop a national artificial intelligence strategy.

To strengthen data security and the protection of privacy, Cameroon must adopt a law on personal data.
CÔTE D’IVOIRE

Among the classic requirements of democracy are not only freedom of expression, but also transparency in accessing, processing and disclosing information. However, these requirements seem to undergo critical reversals due to a set of paradoxes which, without being really foreign to the daily life of modern societies, have been amplified by the popularization of the Internet and social networks.

For Côte d’Ivoire, the issue of misinformation and hate speech is at the heart of the new challenges facing the government, the population and all development actors. This report will address several issues and propose recommendations to strengthen the resilience of the population to the threats that misinformation and hate speech pose to social cohesion in Côte d’Ivoire.

Reflections will include an overview of the state of misinformation, a better understanding of the legal framework of misinformation and related challenges, and best practices to support awareness raising among Internet users.
Covering an area of 322,462 km², Côte d’Ivoire is a West African country located in the northern hemisphere between the Tropic of Cancer and the Equator. Its population, mainly young, is estimated at 28,088,455 inhabitants in 2021.¹ The main economic power in French-speaking West Africa, the country has one of the most dynamic economic growths (from 6 to 11% between 2012 and 2019) in the world and maintains its position as the world’s leading producer and exporter of cocoa beans and cashew nuts.²

In terms of internet and telecommunication consumption, Côte d’Ivoire has one of the highest internet penetration rates in the West African region with an average of 46.8% in January 2021.³ The penetration rate of fixed Internet is 1.2% while that of mobile Internet is 77%.⁴ The proportion of the population connected to the Internet is estimated at 12.50 million, representing an increase of 2.5% between 2020 and 2021.⁵ It should also be noted that 22.1% of the Ivorian population uses social media networks, which is equivalent to nearly 5.90 million users. Côte d’Ivoire is in 3rd place in West Africa in the field of ICT.⁶

2. In https://www.banquemondiale.org/fr/country/cotedivoire/overview consulted on the 10th of January 2022 at 12:10 hrs
DISINFORMATION AND HATE SPEECH IN CÔTE D’IVOIRE

The rise of the Internet and social networks has considerably transformed interactions in the public space, which has become increasingly virtual. In Côte d’Ivoire, cases of misinformation are becoming more widespread, especially over the last five years. Indeed, the spread of a whole range of forms of disinformation is increasingly apparent, especially on Facebook. The rise of virtual discussion forums has amplified fake news given the confrontation between supporters of different political parties.7

This reality was also evident during the 2020 and 2021 electoral cycles. Indeed, Côte d’Ivoire is not immune to the phenomenon of misleading political advertisements and false information that are unleashed on web platforms.8

Among the examples, we can cite the numerous conspiracy theories related to the Coronavirus disease. Indeed, a report published by the National Democratic Institute (NDI) in Ivory Coast states that the misinformation surrounding Covid-19 initially led the entire Ivory Coast population to question Ivory Coast’s ability to effectively respond to the challenges posed by the fight against the pandemic.9

This questioning had considerable impacts on the further management of the pandemic and the respect for digital rights, especially in the city of Abidjan.10

According to Anderson Diédri,

“We have seen people destroying the screening center that was under construction in Yopougon11(a suburb of the city of Abidjan), believing that this center was going to receive patients who were going to contaminate them, when in reality it was a screening center that was supposed to help improve care and support in the fight against the disease”.12

In addition, accusations of assassination plots against prominent politicians, unsubstantiated allegations of election fraud, manipulated photos to spread false political narratives and false statements attributed to politicians played a prominent role in amplifying false information and hate speech during both the October 2020 presidential elections and the 2021 legislative elections. In fact, “Election periods are characterized by political excitement that results in many irregularities.”

—

7. The Democratic Observatory of Côte d’Ivoire (ODCI) is one of the most influential Facebook discussion groups in Côte d’Ivoire. With a community of more than 400,000 members, this group is a space for exchanges in which Ivorians discuss social issues, especially political ones. In https://newsgeek.ci/2020/06/03/odci-le-plus-grand-forum-facebook-de-cote-divoire-ferme-pour-pedopornographie/ consulted on the 20th of January 2022 at 11:23hrs.
11. Municipality of the City of Abidjan.
The phenomena of misinformation, which has always existed, nowadays, with the Internet, social networks and some media that have an editorial line of false information, takes an unprecedented scale. There are more and more obvious links between the constellation of disinformation actors and the traditional political parties which, for many reasons, exhibit an extreme use of "Fake news".13

Online hate speech, on the other hand, has been fluctuating mainly during the year 2021. In fact, in the period from 15 to 21 July 2021, there was a 9% decrease in hate speech on 172 Facebook groups, pages and profiles according to the monitoring carried out by Internews Côte d'Ivoire.14 The monitoring also reveals that from September 30 to October 6, 2021, hate speech dropped from 121 to 95. Conversely, the report shows a 41% increase in online hate speech, particularly on Facebook, from November 4 to 10, 2021.15 The second week of 2022, for example, goes from 110 to 105, a 5% decrease.16

Finally, the above-mentioned statistics reveal that online hate speech varies according to the country's political news and generally manifests itself in virtual exchange forums, particularly on Facebook. It should also be noted that in order to reduce the impact of misinformation and hate speech, several initiatives such as awareness raising, training and monitoring activities have been implemented by the government and civil society organizations.17

---

**Election periods are characterized by political excitement that results in many irregularities.**

---

Also, while the legal and punitive component related to disinformation is promoted as an appropriate solution in view of the political, economic and social damage being inflicted, various criticisms are made by civil society stakeholders. For example, there is a growing concern that the fight against disinformation is a pretext for silencing dissenting voices and encroaching on freedom of expression, which is a fundamental element of democracy. Such situations make the legal framework of this phenomenon increasingly complex, with unprecedented consequences, especially for young people who are mostly present on social networks.

Côte d’Ivoire has an extensive system of digital regulations. The strengthening of this sector is indeed a consequence of the rise of cyber-crime and the rampant digitalisation of Ivorian society over the last ten years. Regarding legislation, it should be noted that the country has adopted several legal instruments including Ordinance No. 2012-293 of March 21, 2012 on telecommunications and Information and Communication Technologies (ICT), designed to govern the telecommunications sector. Information and Communication (ICT), intended to govern the telecommunications sector.

There is also:

- Law No. 2013-867 of December 23, 2013 on access to information of public interest,
- Law No. 2013-451 of June 19, 2013 on the fight against cyber-crime,
- Law No. 2017-803 of December 7, 2017 pertaining to the orientation of the information society,
- the new Law No. 2017-867 of December 27, 2017 pertaining to the legal regime of the press, which takes into account the online press, and
- Law No. 2019-574 pertaining to the Côte d’Ivoire’s Criminal Code. It is necessary to review this law addressing the presence of crimes of defamation. This is the case of article 183 of the said Penal Code.

The main point to remember is that there is no specific legislation to deal with disinformation and hate speech online. The whole legislation is indeed governed by a collection of scattered articles across various laws but nothing specific. In fact, already in 2018, President Alassane Ouattara announced a law to curb the phenomenon of disinformation, but it never came into force.

Also, while the legal and punitive component related to disinformation is promoted as an appropriate solution in view of the political, economic and social damage being inflicted, various criticisms are made by civil society stakeholders. For example, there is a growing concern that the fight against disinformation is a pretext for silencing dissenting voices and encroaching on freedom of expression, which is a fundamental element of democracy. Such situations make the legal framework of this phenomenon increasingly complex, with unprecedented consequences, especially for young people who are mostly present on social networks.
CONCLUSION

The fragility of the Ivorian socio-political climate over the past five years is largely due to the penetration of the digital space by political actors and their sympathizers.

The manipulation of information and public opinion for political purposes by these actors is a powerful way to consolidate the position of certain political movements and to eliminate potential opponents. In such a context, misinformation and hate speech were bound to increase significantly. This situation has had a major impact on human rights and social cohesion in the country.

Initiatives by civil society and nongovernmental organizations (NGOs) have also helped to mitigate and better monitor the impact of misinformation and hate speech in the run-up to, during, and after the presidential and legislative elections.

However, considerable efforts are still needed to better support the country’s digital revolution. Between the unequal distribution of universal services, the misuse and abuse of digital platforms and the crisis of values related to bad practices on social networks, Côte d’Ivoire, through its government, will have to invest more in technological development and the management of change that is inherent to it. This change management must also be based on a solid basic education oriented towards new media.
**RECOMMENDATIONS**

The various stakeholders in the digital ecosystem in Côte d’Ivoire, public and private sector actors, civil society, technical and financial partners of the government have in this context issued several recommendations below with a view to promoting a healthy digital environment, legally framed with citizen and responsible actors:

- Citizens must refrain from speeches and acts likely to weaken social cohesion or deteriorate the socio-political climate and speech and publications (texts or videos, etc.) calling for violence, hatred or xenophobia;

- The government must take the necessary measures to avoid the propagation or dissemination of false and sensitive information by pages or accounts under their responsibility;

- The government must educate and train citizens on democratic practices and a gender-sensitive democratic culture;

- Citizens must prioritize content that has a credible source;

- The government must elaborate a common charter including sanctions against the authors of hate speech, xenophobic, racist, sexist or false information likely to disturb public order;

- The government and academia to conduct and promote local scientific research on digital issues in general and misinformation in particular;

- Civil society organisations must engage in an advocacy process for the production of a law that specifically addresses misinformation and online hate speech;

- The government must promote media and information literacy;

- Civil society organisations must create a synergy of action between civil society actors working on the issue of disinformation;

- Sensitize members of virtual groups or forums on the legal provisions repressing the dissemination of false news;

- The government to come up with a rights-respecting content moderation policy addressing hate speech, xenophobia or speech of a nature that disturbs public order.
This report focuses on the Democratic Republic of the Congo, taking stock of human rights issues in general with a particular focus on freedom of expression online.

Using an approach comprising documentary, policy and legal analysis as well as key informant interviews, this report aims to analyse aspects of online freedom of expression in the DRC. It also presents the legal environment as well as the specific provisions of the law which guarantee this right to citizens.

Based on the research findings, this report concludes with specific recommendations for different stakeholders, namely the government, parliament, civil society groups and telecommunications companies to ensure citizens’ freedom of expression, information and association as provided for in the Congolese constitution.
Over the past ten years, several reports published in the context of human rights and freedom on the Internet, present the Democratic Republic of Congo as one of the countries where violations of human rights, as well as freedom on the Internet, are recurrent and have serious implications for democracy.

The Democratic Republic of the Congo is a country in Central Africa with nearly 90.9 million inhabitants, having an internet penetration rate estimated at nearly 23.2% during the first quarter of 2021.

The country is covered by 4 mobile phone networks, which are Airtel, Orange, Africel and Vodacom; as well as several internet access service providers.

For more than 18 years, the telecommunications sector in the Democratic Republic of Congo was governed by framework law n°013/2002 of October 16, 2002, a legal provision that was too controversial because of the shortcomings revealed in certain questions which have been deemed "Mandatory" by the legislator in the new law in particular: State security, protection of the rights of users of the sector and the structure of the market.

Over the past ten years, several reports published in the context of human rights and freedom on the Internet, present the Democratic Republic of Congo as one of the countries where violations of human rights, as well as freedom on the Internet, are recurrent and have serious implications for democracy.
Under Article 46 of the framework law governing the postal and telecommunications sector, the authorities had the power to interrupt “partially or totally and for a period that they determine the use of telecommunications installations” for reasons of public security and national defence. Under this same law, the government also had the power to control telecommunications facilities. 

During the existence of this legal provision, the country recorded several cases of internet shutdowns as well as the arrest of journalists and civil society actors whom President Kabila’s regime considered “hostile” to his power.

**COMPLIANCE WITH REGIONAL AND INTERNATIONAL FRAMEWORKS**

The Constitution of the Democratic Republic of the Congo, the supreme law of the country, guarantees in its articles 23, 24 and 25 the freedom of expression, information and association. 

**Article 23**

Everyone has the right to freedom of expression. This right implies the freedom to express one’s opinions or convictions, particularly speech, writing and image, subject to compliance with the law, public order and morality.

**Article 24**

Everyone has the right to information. Freedom of the press, freedom of information and broadcasting by radio and television, the written press or any other means of communication are guaranteed subject to respect for public order, good morals and human rights.

**Article 25**

Freedom of peaceful and unarmed assembly is guaranteed subject to respect for the law, public order and good morals.

---

Since November 25, 2020 a new law in the information and communication technology sector has replaced the framework law of 2002 which has been at the centre of several controversies in terms of state security, the protection of users’ rights but also the structure of the market.

In this digital age, the protection of human rights and freedom of expression remain fundamental on the African continent.⁷

As formulated in article 19 of the Universal Declaration of Human Rights, freedom of expression is a fundamental human right, the very basis of all other human rights, the pillar of all civil liberties, and the foundation of any democracy.

This freedom remains the first of the rights that any aspirant or totalitarian system suppresses in order to establish or maintain its power, through the systematically organized persecution of the population, intimidation, arrests, arbitrary acts, targeted killings, massacres, and the establishment of a climate of general insecurity.⁸

In response to this challenge, the African Declaration of Rights and Freedoms on the Internet has been an essential tool on the African continent, laying the groundwork necessary for the promotion of human rights standards as well as the principles of openings in the establishment and application of Internet policies.⁹

Freedom of expression on the internet is provided for in international human rights instruments, in particular, the Universal Declaration of Human Rights (UDHR) in its article 19 as well as the International Covenant on Civil and Policies (ICCPR) in article 19(2).¹⁰

“The protection of human rights and freedom of expression remain fundamental on the African continent.”

---

The internet penetration rate has evolved considerably, for example from 19.9% in 2019 to almost 23.2% during the first quarter of 2021. The democratic transition between former President Joseph Kabila and new President Félix Antoine Tshisekedi created a break in the political coalition. Current political actors are looking for an electorate for the elections scheduled for 2023. These are the indicators that can guide the analysis of any observer interested in the issue of freedom of expression on the Internet in DRC.

In 2021, Reporters without Borders, an international organization that campaigns for freedom of information, drew up an “alarming” report with regard to concerns press freedom violations in the Democratic Republic of the Congo by ranking the country 149th out of 180 countries and territories worldwide. The internet penetration rate has evolved considerably, for example from 19.9% in 2019 to almost 23.2% during the first quarter of 2021. The democratic transition between former President Joseph Kabila and new President Félix Antoine Tshisekedi created a break in the political coalition. Current political actors are looking for an electorate for the elections scheduled for 2023. These are the indicators that can guide the analysis of any observer interested in the issue of freedom of expression on the Internet in DRC.

In 2021, Reporters without Borders, an international organization that campaigns for freedom of information, drew up an “alarming” report with regard to concerns press freedom violations in the Democratic Republic of the Congo by ranking the country 149th out of 180 countries and territories worldwide.11

The organization Journaliste en Danger (JED) on the side-lines of the celebration of World Press Freedom Day on May 3, 2021, insisted on the need to carry out in-depth reforms in the press sector, without which journalism will remain a risky profession in the Democratic Republic of the Congo.12

Since the start of President Antoine Felix Tshisekedi’s mandate, the Journaliste en Danger (JED) organization has reported a worrying increase in attacks against journalists and the media, with a total of nearly 228 cases of non-respect for the freedom of the press throughout the national territory.13

On May 6, 2021, the provinces of North Kivu and Ituri were placed in a state of siege in accordance with Article 85 of the Constitution in order to deal with the worsening violence committed against the civilian population.14

The state of siege being a special regime of legality, the civil authorities are replaced by the military authorities. In this situation, the army is responsible for the security of citizens instead of the police.15

In this regime, civil liberties can also be reduced. The military authorities can in this case search homes day and night, and prohibit meetings considered a threat to public order. Under the regime of the state of siege, the military authorities can also prohibit the movement of people.16

Several actors working in the field of human rights in the DRC have expressed their fear that the state of siege regime will open a breach to human rights violations by restricting freedom of expression, information and association.

The authorities of the Democratic Republic of the Congo have been called upon to ensure that the “state of siege” established from May 6, 2021 in the provinces of North Kivu and Ituri does not further

---

11. “Without strong measures, being a journalist will remain a risky profession in the DRC”, Rsf.org, Ranking 201, https://rsf.org/fr/republique-democratique-du-congo
authorities to guarantee journalists a free and independent press and finally pay tribute to their colleagues cowardly killed during this period of the state of siege in the province of North Kivu and in Ituri and whose investigations have so far remained silent.

On August 28, 2021, through a campaign called “A candle for press freedom in North Kivu”, the corporation of journalists called on the military

CONCLUSION AND RECOMMENDATIONS

The following conclusions and recommendations are key:

To the Government
With regard to Law No. 20/017 of November 25, 2020 relating to telecommunications and information and communication technologies, as provided for, on the proposal of the Regulatory Authority, an order of the Minister having the telecommunications and ICT sector in its attributions can set the conditions and procedures for the collection, recording, processing, storage and transmission of personal data.

To Parliament
There is a need for the Parliament to pursue and complete legislative and structural reforms in the press and communication sector by the adoption and promulgation of the law on access to information in the DRC and also by starting the revision of Law No. 96-002 of June 22, 1996 establishing the procedures for exercising press freedom.

To Civil Society Organisations (CSOs)
There is a need for CSOs to increase awareness-raising activities and also consolidate joint actions in multi-stakeholder meetings such as internet governance forums in order to improve or develop frameworks for the benefit of the digital ecosystem in the Democratic Republic of Congo.

To Telecommunications Companies
Telecommunications companies need to comply with the law and international standards to protect the private communications and personal data of their users. Also, they must not comply with illegal requests by government institutions for the personal data of users.

ETHIOPIA

Digital rights, mainly the right to free speech and the right to privacy as well as other human rights on the Internet have been recognised in Ethiopia under the 1995 Federal Democratic Republic of Ethiopia (FDRE) Constitution, and international and subsidiary laws Ethiopia accepted. Ethiopia is currently amongst countries with the lowest level of internet penetration and use. Although there is a repeated pushback from Civil Society organizations, and litanies from digital rights activists and academia, the issue of internet shutdowns has not got the attention it deserves in Ethiopia.

This report found that while the legal reform project in Ethiopia has brought a normative dawn for human rights in the digital ecosystem, digital rights continue to be restricted by the government through various techniques including internet shutdowns, the hate speech regulation, digital exclusion and intrusion of privacy.

This report showcases Ethiopia’s commitment to regional and international human rights instruments pertaining to digital rights. Thematic assessments including the impact of Covid-19 regulation on digital rights inclusion, freedom of expression online, privacy, digital ID and surveillance, access to information, internet disruptions, hate speech, disinformation and criminal defamation, digital exclusion, digital infrastructure and ICT, artificial intelligence national strategy, gender and ICT are presented at length. It ends by analysing the country’s performance in relation to digital rights in 2021 with the previous year and making a few concrete recommendations.
Before looking at how digital rights are protected in Ethiopia, it is important to briefly discuss the provenance of internet and internet freedom in Ethiopia. The advent of the Internet in Ethiopia seems a very nascent phenomenon that was introduced two decades ago. Although Ethiopia had telephone services since 1894 - not long after its invention, the history of the Internet in Ethiopia with limited accessibility was introduced only in 1997, and broadband Internet was not widely deployed until recently.

Ethiopia is a sovereign state found in East Africa. Ethiopia is the largest and second most populated country - after Nigeria. Ethiopia is historically the oldest polity that preserved its civilisation from foreign domination and successfully defended its sovereignty from colonial rule. Ethiopia is also dubbed as the ‘museum of people’ because of being the home of more than 80 ethnic and tribal groups. Since 1991, the country has been organising the federation on the basis of ethnicity, and is organised into nine regional states.

Ethiopia has ratified a number of international human rights treaties. For instance, Ethiopia has ratified the International Covenant on Civil and Political Rights (ICCPR) on 11th June 1993. This means Ethiopia is fully bound by Article 19 of the Covenant on the right to freedom of expression, and Article 17 of the Covenant on the right to privacy. Similarly, Ethiopia has also ratified the African Charter on Human and Peoples’ Rights (The Banjul Charter) on 15 June 1998 which in turn, fully accepted a provision on the right to freedom of expression.

Before looking at how digital rights are protected in Ethiopia, it is important to briefly discuss the provenance of internet and internet freedom in Ethiopia. The advent of the Internet in Ethiopia seems a very nascent phenomenon that was introduced two decades ago. Although Ethiopia had telephone services since 1894 - not long after its invention, the history of the Internet in Ethiopia with limited accessibility was introduced only in 1997, and broadband Internet was not widely deployed until recently.

---

Statistical figures have shown that the number of internet users in Ethiopia is still low compared to the total number of its population.\(^4\) There is disagreement about the exact number of Ethiopians with access to the internet, but estimates typically range between 18 and 23 million. For example, the Internet World Stats, in the year 2021 provides that, out of 117,876,227 people living in Ethiopia; 21.15 million people use the internet which constituted 17.9% of the total population. (See Table 1).

However, the Ethio-Telecom report, as of 21 January 2021 shows there are 23.5 million internet subscribers in Ethiopia\(^5\) which constitute 20% of the total population. In the past few years, Ethiopia has experienced steady growth in internet penetration from 0.02% in 2000\(^6\) to 23.5% in 2021 which is an estimated 23.5 million people using the internet. While Ethiopia still lags behind the rest of Africa and the world in internet penetration, it is striving to bridge the gap steadily.

### COMPLIANCE WITH REGIONAL AND INTERNATIONAL FRAMEWORKS

Ethiopia is a party to seven out of nine core international human rights treaties\(^7\). These include:
- the International Convention on the Elimination of All Forms of Racial Discrimination (ICERD),
- International Covenant on Civil and Political Rights (ICCPR),
- International Covenant on Economic, Social and Cultural Rights (ICESCR),
- Convention on the Elimination of All Forms of Discrimination Against Women (CEDAW),
- Convention Against Torture and Other Cruel, Inhuman or Degrading Treatment or Punishment (CAT),
- Convention on the Rights of the Child (CRC), and

However, Ethiopia is yet to ratify two major human rights treaties, including the International Convention on the Protection of the Rights of All Migrant Workers and Members of their Families (CMW) and the International Convention for the Protection of All Persons from Enforced Disappearance (ICPED). Yet, the plan shortfalls a stipulation on whether Ethiopia will accede to the First Optional Protocol to the International Covenant on Civil and Political Rights (ICCPR). This protocol mandates the UN Human Rights Committee to receive complaints on civil and political rights, including digital rights.

It should be noted article 9(4) of the Ethiopian Constitution requires that international agreements ratified by Ethiopia are an integral part

---

of the law of the land. This means the Ethiopian legal system is seemingly considered as monist in giving effect to international treaties. Importantly, Ethiopia adopted its third national human rights action plan. The National Human Rights Action Plan (NHRAP) is a five-year roadmap that guides the government toward the realization of human rights. It also acts as a touchstone for assessing the country’s performance in the area of human rights, in alignment with international standards. One of the major flaws of the current National Human Rights Action Plan is the absence of detailed guidance on human rights in the digital ecosystem.

With regard to compliance with regional human rights instruments, the Ethiopian government needs to show commitment by ratifying the Protocol that grants jurisdiction to the African Court on Human and Peoples’ Rights. At a sub-regional level, the government should also consider acceding to the Treaty for the Establishment of the East African Community, which enables individuals to file human rights cases before the East African Court of Justice (EACJ). This would show additional commitment and would mean Ethiopia accepting the acquis communautaire (community norms) of the East African Economic Community. The government would be bound by regionally and internationally recognised human rights laws and procedures, and this would further solidify accessions to human rights treaties. The lack of commitment to enforcing civil and political rights on the Internet at the international and regional levels echoes that the incumbent administration - much like its predecessors - fears international scrutiny. Without conceding involvement from the UN and AU treaty bodies or monitoring organs, there are restricted gateways for individuals to challenge certain governmental actions such as harassment of journalists, internet censorship or internet shutdowns.

FREEDOM OF EXPRESSION ONLINE

The Ethiopian Constitution recognises freedom of expression in similar terms as under the Universal Declaration of Human Rights (UDHR) and the ICCPR. It recognises the freedom to seek, receive and impart information through any medium, including the Internet.

Ethiopia has also enacted sector-specific laws governing mass media, broadcasting services, hate speech and disinformation, network disruptions and social media regulation. For example, the Ethiopian Freedom of the Mass Media and Access to Information Proclamation stresses the need for upholding freedom of expression for the mass media houses. However, as of 5 April 2021, the 2008 Mass Media and Access to Information Proclamation has been amended with new Media Proclamation No.1238/2021.

Yayesew Shimles was the first journalist indicted for misinforming the public after he posted on Facebook, without mentioning a source in anticipation of COVID-19’s impact, the government had ordered the preparation of 200,000 burial places. The case is still being adjudicated and pending before court while the accused was released on bail.

The Media Proclamation applies to mainstream media (print and broadcasters) and online media, excluding social media as provided under Article 2(1).

---


11. To give effect to this Proclamation, the Council of Ministers enacted an enabling regulation, the subsequent Regulation 466/2020 was promulgated. However, civil societies like Freedom House and Human Rights Watch were concerned about the impact of Covid-19 regulations on human rights both, off and online. Breaking Covid-19 regulations may entail imprisonment of up to three years or a fine of no less than 1000 Birr and not exceeding 200,000 Birr.
Nevertheless, the practical realisation of the right to freedom of expression remains under constant siege and threat from State and non-state actors in Ethiopia. Regarding freedom of expression on the Internet, emerging concerns in Ethiopia include a lack of internet access, hate speech and disinformation regulation, draconian national laws such as the 2016 Computer Crimes Proclamation, and internet censorship.\(^1\)

**PRIVACY, DIGITAL IDS AND SURVEILLANCE**

The right to privacy is a constitutionally guaranteed right in Ethiopia. However, while Ethiopia has ratified major international and regional human rights documents and has incorporated the right to privacy in its constitution, it has not yet enacted comprehensive data protection law despite the recent reform efforts.

The Ethiopian government has launched a pilot programme on digital ID in 2021. Digital ID is regulated by Registration of Vital and National Identity Card Proclamation No.760/2012. This law is slightly amended by Proclamation No.1049/2017. As laid down under Article 56 (1) of the Proclamation, individuals who have attained majority age shall be obligated to obtain a national identity card. Article 58(2) further provides the particulars of national IDs. Accordingly, a national identity card to be issued shall have the quality of lasting for the period of its validity (ten years) referred to in article 59 of this Proclamation, have security features and contain the following particulars:

- the full name including grandfather, sex, date and place of birth, principal residence, photograph, fingerprint and signature of the holder;
- national identification number and identity card number; and
- issuance and expiry date.

Although the legal reform helped revise warrantless surveillance under the anti-terrorism law, it is undercut by problematic national security laws and practices by the authorities in practice (for example, warrantless interceptions and surveillance to counter-terrorism) that wholly disregard applicable human rights protections.\(^2\)

**ACCESS TO INFORMATION**

Access to information is one of the basic human rights subsumed under the right to freedom of expression in the Constitution of Ethiopia. Ethiopia has drafted a free standing legal framework on access to information so that citizens access and enjoy any publicly held information. However, the Draft Proclamation on Access to Information is yet to be ratified by the Parliament.

One of the persistent problems is the government’s unwillingness to inform the public in a timely fashion about what is going on in the country. Part of this problem is the absence of an independent institution to provide timely and up-to-date information to the public. Following widespread criticism, the government set up an institution called ‘Government Communication Service’ in October 2021 which is meant to provide and facilitate access to information in the country. It is too early to assess the overall performance of the Government Communication Service, but there are reasonable grounds to believe that this institution is not living up to the public’s expectations.

---


During the height of the armed conflict in Northern Ethiopia, it only gave irregular, intermittent press briefings and statements to journalists and the general public.

Indeed, the government seems to be reluctant to freely let the information flow. Instead, there is a seeming tendency to control the free flow of information. Yet, ironically, the government often leaks or communicates important information through informal channels such as using paid and pro-government activist(s).

Another problem is the monopoly of fact-checking by the government. When the war started, the government established a body named "State of Emergency Fact Check" and later renamed it "Ethiopia Current Issues Fact Check". While the country’s sovereignty and territorial integrity by then were at stake, it’s also important to note that government-led fact-checking casts doubt on the impartiality and neutrality of the service. In effect, the government was seemingly restricting independent fact-checking and access to verified information.

INTERNET DISRUPTIONS

The 2020 Draft Computer Crimes Proclamation discourages internet shutdown measures as stipulated under Article 24(1). It provides: "Measures aimed at internet shutdown, blocking, or filtering should only be made when necessary to protect national security, public order, public health and public safety." If this law is approved as is, it will legalise the practice of internet shutdowns or censorship in Ethiopia, which already poses huge threats to the protection of human rights both online and offline.

However, internet shutdowns have become the hallmark of the Ethiopian government. The Ethiopian government has been using different narratives, including a proposed law to justify network disruptions, which in turn muzzles the right to freedom of expression. In the year 2021, the Internet was shut down at least four times (and four partial shutdowns) in connection with the insecurity and counter-insurgency movements in the Wollega area and an armed conflict in Northern Ethiopia, mainly Afar, Amhara and Tigray regions.

23. Yohannes Ereyew Ayalew, ‘The Internet shutdown muzzle(s) freedom of expression in Ethiopia: competing narratives,’ (2019) 28 Information & Communications Technology Law, 208

HATE SPEECH, DISINFORMATION AND CRIMINAL DEFAMATION LAWS

In February 2020, the Ethiopian Parliament passed a Proclamation aimed at countering hate speech. Article 2(2) of the Proclamation defines ‘hate speech’ as any speech that deliberately promotes hatred, discrimination or attack against a person or group based on protected status.

However, this definition is still vague and susceptible to subjectivity under international human rights law because it fails to define the term ‘hatred’, one of the major ingredients of effectively regulating hate speech.25

Article 2(3) of the Hate Speech and Disinformation Proclamation defines disinformation as ‘a speech that is false, is disseminated by a person who knew or should reasonably have known the falsity of the information and is highly likely to cause a public disturbance, riot, violence or conflict.’ However, this definition is sweeping in scope, violating the legality requirement under Article 19(3) of the ICCPR.

Importantly, Ethiopia enacted Media Proclamation No.1238/2021 which scraps criminal defamation.

When defamation (or sedition) is committed; it shall only entail civil liability, not criminal liability.

DIGITAL EXCLUSION IN ETHIOPIA AND ITS IMPACT ON HUMAN RIGHTS

Digital exclusion continues to impede the enjoyment of human rights in Ethiopia. Although there is no universally accepted definition for this concept, digital exclusion could refer to a situation where a section of the population has continuing unequal access and capacity to use Information and Communications Technologies (ICT), including the Internet that are essential to fully participate in society.26 Beyond physical access, digital skills should include a number of things such as the capacity to search for valuable information, manage social contexts online, reporting illegal contents to internet intermediaries and so on.27

The advent of the Internet in Ethiopia seems a very nascent phenomenon as it was introduced some two decades ago. While Ethiopia had a long-standing telephone service in Africa which was operating since 1894, the history of the Internet in Ethiopia with limited accessibility was introduced only in 1997.28

### Table 1

<table>
<thead>
<tr>
<th>Region</th>
<th>Population (est 2021)</th>
<th>Internet Users (as of 31 Dec 2020)</th>
<th>Internet Penetration (% population)</th>
<th>% Users in the world</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethiopia</td>
<td>117,876,227</td>
<td>21,147,255</td>
<td>17.9%</td>
<td>0.42</td>
</tr>
<tr>
<td>Africa</td>
<td>1,373,486,514</td>
<td>590,296,163</td>
<td>43.0%</td>
<td>11.68</td>
</tr>
<tr>
<td>Rest of the World</td>
<td>6,502,279,070</td>
<td>4,463,594,959</td>
<td>68.6%</td>
<td>88.31</td>
</tr>
<tr>
<td>World Total</td>
<td>7,875,765,584</td>
<td>5,053,891,122</td>
<td>64.2%</td>
<td>100</td>
</tr>
</tbody>
</table>

Source: [http://www.internetworldstats.com/stats1.htm](http://www.internetworldstats.com/stats1.htm)


28. Yilma & Abraha (n 3)
It shall be noted that the digital divide is still too high in Ethiopia due to its low level of internet penetration and use. Statistical figures have shown that the number of internet users in Ethiopia is still low compared to the total number of population. In effect, the digital exclusion would affect the enjoyment of a number of human rights on the Internet.

**DIGITAL INFRASTRUCTURE AND PRIORITISATION OF ICT**

The government of Ethiopia has launched a national ‘Digital Strategy’ (2020-2025), which aspires to digital transformation by the year 2025. This is conducted under the supervision of the Ministry of Innovation and Technology (MINT).

One of the reforms introduced during the early reign of Abiy’s leadership was amending the laws that were used to narrow the civic space for the last 10 years. The new administration formed a Legal and Justice Affairs Advisory Council (LJAAC) to work on laws to help widen the political space. A legal reform working team, a combination of independent experts and lawyers drafted a new anti-terror law, civil society law and media law which was later ratified by the Ethiopian parliament. Abiy has been praised for law reforms that aim to widen the political sphere.

As part of the reform undertaken by Prime Minister Abiy, a plan to liberalise the telecom sector was unveiled. In 2019, a regulatory body that oversees the communication sector, Ethiopia Telecommunication Authority (ECA) formed. Based on the Communications Service Proclamation 1148/2019, The Ethiopia Telecommunication Authority has the mandate to issue licenses to new telecom operators, protect consumers’ data and regulate communication devices.

In May 2021, the Ethiopia Telecommunications Authority awarded the first-ever telecom license to a private company, a consortium led by Safaricom. In June 2021, the government announced a tender process to sell a 40% stake in the sole telecom operator in the country, Ethio telecom.

---

ARTIFICIAL INTELLIGENCE NATIONAL STRATEGY

In the past few years, Artificial Intelligence (AI) is growing in Ethiopia despite the sector not being supported by enabling legal and policy instruments. In 2013, a robotics lab iCog was launched with USD 50,000 capital and four programmers. It is reported as the first AI lab that was involved in developing the world-famous, Sophia robot. In late 2019, Ethiopia established a center dedicated to Artificial Intelligence development called Ethiopian Artificial Intelligence Center (EAIC) through a regulation. The Center has five areas of focus which include:

- AI-robotics,
- Big Data,
- Machine Learning,
- Natural Language Processing (NLP)
- and Computer Vision.

While Ethiopia is yet to enact a comprehensive AI policy and strategy, the regulation is meant to confer the Center some powers and duties to foster research and development in the fields of AI in Ethiopia. The Center is empowered to provide research-based artificial intelligence services and products, setting national infrastructure that enables artificial intelligence research and development programs, formulating national artificial intelligence-related policies, legislation, and regulatory frameworks, ensuring Artificial Intelligence services support the defence and national security-related decision-making process, as well as socio-economic programs such as health, education, agriculture, and utilities.

Recently, it was renamed as Ethiopian Artificial Intelligence Institute on 6 October 2021. The Institute is answerable to the Prime Minister. Thus, the Institute continues to undertake the powers and functions of the Center.

37. Definition of Powers and Duties of the Executive Organs Proclamation No. 1263/2021, article 79(10).
Worryingly, press freedom is regressing in the country. In 2021, nine journalists were arrested and one journalist was killed while in the previous year seven journalists were arrested, per Committee to Protect Journalists (CPJ). Some of these journalists work in digital media and online mediums.

AN ANALYSIS OF ETHIOPIA’S PERFORMANCE FROM THE PREVIOUS YEAR.

While the legal reform project is a step in the right direction and has the potential to foster digital rights, State and non-State actors continue to impede the full enjoyment of digital rights in Ethiopia. It recorded four partial shutdowns in Afar, Amhara, Tigray and Oromia regions while in 2020, there was one complete shutdown across the country and two partial shutdowns in Amhara and Tigray regions.

Importantly, it was in 2021 that the Ethiopian government awarded the first-ever telecom license to a private company, a consortium led by Safaricom – which ultimately boost healthy competition and enhance telecommunication and digital services access.

Worryingly, press freedom is regressing in the country. In 2021, nine journalists were arrested and one journalist was killed while in the previous year seven journalists were arrested, per Committee to Protect Journalists (CPJ). Some of these journalists work in digital media and online mediums.

In regard to data affordability in Ethiopia, the Alliance for Affordable Internet (A4AI) in its 2021 Affordability Report noted that policies related to internet infrastructure and access played a key role in making broadband more affordable. The report found Ethiopia – has seen its ADI score rise from 2.31% in 2014 to 24.8% in 2021, stimulated by the opening up of its telecommunication market over the past three years. Although the country has made progress toward the affordability of the Internet, women continue to face uneven access to ICT services in Ethiopia due to socially and culturally constructed barriers that resulted in gendered roles.
CONCLUSION AND RECOMMENDATIONS

The following recommendations are made:

• The Media Proclamation has a hefty fine for civil defamation and vague terms as under Article 85(1) which could have a chilling effect on freedom of expression, off and online. As such, such problematic provisions need to be reconsidered and redrafted;

• The Hate Speech and Disinformation Proclamation No.1185/2020 should be redrafted with precision taking the legality requirement under international human rights law into account. These sections include Article 2(2), which has a vague definition of hate speech and Article 2(3) for its sweeping scope which may violate the legality requirement of Article 19(3) of the ICCPR;

• The government should review the national ICT policy periodically so that it addresses new emerging technologies including AI, big data, Internet of Things (IoT) and cloud computing;

• The government must adopt the draft data protection bill and ensure the establishment and operationalisation of a Data Protection Commission or any other independent body;

• To bridge the digital divide steadily, the government must invest reasonable resources for digital and ICTs development so that individuals enjoy their human rights.

• The government must respect the digital rights of human rights defenders and opposition political parties, for example, by refraining from confiscating phones, spying on social media accounts and communication materials, thereby, should show a strong commitment to international standards on digital rights; and

• To enforce digital rights, the laws should grant courts an active role in interpreting digital rights. Also, the government must initiate a constitutional amendment process to expressly reclaim the court’s inherent power of judicial review from a non-judicial body, i.e., the House of Federation.
After the ousting of a long-time dictatorship in 2016, The Gambia began its transition into a democracy. The year 2021 marked the end of a five-year transition period and the first post-dictatorship elections.

It was thus a significant year in highlighting the major gains in digital rights and inclusion The Gambia has made in the past five years. Like many of the years in this period, there were a few infringements of digital rights by the State and non-state actors. There were also a number of legal and policy reforms, as well as strategy developments geared towards the better protection of digital rights and better digital inclusion.

However, as a result of poor implementation of these reforms and strategies, as well as the existence of poor infrastructure, major challenges remain in regards to the protection of digital rights and digital inclusion in The Gambia.
The Gambia, a former British Colony, is situated on the western coast of Africa.\(^1\) It is the smallest non-island nation in Africa with a population of approximately 2.1 million people inhabiting its narrow strip of land measuring 10,689 sq. km, making it one of Africa’s most densely populated countries.\(^2\) The Gambian economy primarily relies on tourism, rain-dependent agriculture and remittances from Gambians living overseas.\(^3\) The country’s current gross domestic product (GDP) was estimated at USD$1.90 billion, at the height of the COVID-19 pandemic in 2020. This figure, as per World Bank estimates, represents less than 0.01% of the global economy.\(^4\) The Gambia experienced a 22 year dictatorship (1994-2016) and is now five years into a democratic transition with President Adama Barrow winning a second term in office in the country’s first post-dictatorship elections in December 2021.\(^5\)

INTERNET ACCESS, DISRUPTIONS, AND DIGITAL EXCLUSION

According to DataReportal, there were 580,200 internet users in The Gambia as of January 2021, which represents an internet penetration rate of 23.7%. While this number marks a significant increase from the previous year,\(^6\) it is still

---

well below the 42% internet penetration average in West Africa, making it one of the worst in the region. The majority of Gambians who can access the Internet, do so through their mobile devices, with fixed-line broadband services opted for by less than 20% of The Gambia’s internet users. Thus an increase in internet users over the past years can arguably be attributed to the existence of many mobile Internet Service Providers (ISPs) in the country. The main ISPs are Gamtel, Africell, Qcell, Comium and Netpage. Internet connectivity into The Gambia is managed by the state-owned Gamtel, with bandwidth sold to other ISPs. With the launch of the Africa Coast to Europe (ACE) submarine cable in 2011, the quality of connectivity improved significantly, albeit with lingering issues of reliability, accessibility and affordability. Between January and February 2021, the country saw at least four nationwide disruptions each lasting between two and eight hours. Gambians expressed that the disruptions in early 2021 interrupted business, education, and other critical activities which were for the most part being conducted online due to the restrictions caused by the COVID-19 pandemic.

These internet disruptions were reminiscent of those that occurred during the dictatorship that were solely aimed at stifling free speech and access to information, most notably, on the eve of the December 2016 presidential elections, when the ruling government ordered ISPs to shut down internet services, international calls, and SMS messaging across the country. This was supposedly to disrupt the spread of false information, but in reality, this disrupted the process of vote counting and election monitoring. This however failed to guarantee the re-election of long-time ruler Yahya Jammeh who had overseen this shutdown. The Minister of Information and Communication of The Gambia, Ebrima Sillah, did clarify that, unlike the internet blackouts in 2016, the recent outages were not a deliberate act of government but as a result of a “power outage in the Senegal base Sonatel station that hosts the connectivity between The Gambia and Senegal, via the ACE cable.”

The 2021 presidential elections in The Gambia – the first post dictatorship presidential elections – validated the Minister’s statement to a certain degree, as in spite of widespread fears that the internet shutdowns of the 2016 elections would repeat themselves, the 2021 electoral period was free from any internet blackouts or shutdowns.\(^\text{15}\) This demonstrated the ruling government’s commitment to open and fair internet access, even though reliability, accessibility and affordability remain a concern.

In the 2021 Freedom of the Net Report, The Gambia scores a measly 12 out of 25 in the category “Obstacles to Access”\(^\text{16}\), which primarily evaluates the infrastructural, economic, and political barriers to access the Internet.\(^\text{17}\) The report highlights that the biggest obstacles to internet access in The Gambia are the infrastructural limitations (quality and speed), and the exorbitant costs.\(^\text{18}\) On the cost of the Internet, the report notes that the “high cost of internet remains a primary hindrance to internet access in The Gambia, where 48.6% of its over 2 million inhabitants live in poverty.”\(^\text{19}\) In 2020 ISPs including Africell and QCell increased their internet fees by 100% for unlimited monthly packages. QCell’s cheapest unlimited monthly package now starts at D3,800 ($73.42) for one megabyte per second internet speed and up to D8,550 ($165.21) for five megabytes per second internet speed.\(^\text{20}\)

In their defence, ISPs have claimed that the high costs of internet services are as a result of a combination of high taxes levied on ISPs, high costs involved in acquiring and maintaining telecommunications equipment, and the small market of internet service consumers in The Gambia.\(^\text{21}\)

\(^{15}\) #KeepItOn coalition to The Gambia: uphold democracy this election, keep people connected https://www.accessexnow.org/keepit-on-the-gambia-election/ (accessed 12 January 2022)


\(^{18}\) Supra no.10

\(^{19}\) Ibid

\(^{20}\) Supra no. 4

According to Africell’s Media Consultant, Musa Sisay, Africell spends over 800 million dalasi (USD 15 million) on tax per annum, in addition to other expenditures. A government official from the Public Utilities Regulatory Authority (PURA) also confirmed that high taxes on telecom companies have contributed significantly to the high costs of internet services in the country.22

In terms of infrastructural limitations, the slow pace at which internet access has grown in The Gambia in the past decade can be linked in part to reduced government funding for regional internet cafés and telecentre hubs operated by national telecommunications company Gamtel.23 Further, there exists a rural-urban divide in terms of access. In general, rural areas suffer from poor or virtually nonexistent infrastructure, a lack of electricity and/or frequent power cuts, and most ISPs in The Gambia (including the state-owned Gamtel) have not prioritised investments in network coverage in these rural areas.24

A 2021 Global Voices report confirms that children living in rural areas could not get to school or access learning materials online during the pandemic due to poor digital infrastructure in those parts of the country. As a result, these children stayed home for months, missing out on learning, whilst most of their counterparts going to school in the urban areas were able to access the Internet (albeit at exorbitant costs) to continue having lessons online.25

The Ministry of Basic and Secondary Education which provided school lessons on online platforms during COVID-19, tried to bridge this rural-urban digital gap by also providing those lessons on several TV and radio stations. However, many critics pointed out that similar to the lack of adequate digital infrastructure, most homes in rural areas do not have access to a TV or radio device.26 This digital exclusion resulted in the infringement of the right to education of children living in the rural areas of The Gambia, as protected in The Constitution of The Gambia, 1997 which guarantees “the right to equal educational opportunities and facilities” with a view to achieving the full realisation of the right to education.27

In a bid to address the problems of access and affordability, the government of The Gambia approved the National Broadband Policy (2020 – 2024) which recognises the challenges that relate to the digital divide in accessing broadband services in The Gambia,28 and highlights that the national fibre backbone (ECOWAN), which is connected to the ACE cable, is not accessible in some major settlements where the ECOWAN is not laid down.29 The policy promises to address this gap in access “in order to ensure that all parts of the country begin and take part in the measured digital revolution at the same time”30 and aims to provide an alternative backup to ACE Cable by the end of 2021 and to ensure that at least 75% of homes have affordable access to high-speed internet connectivity (defined as an upload and download rate of at least 5 Mbps) by the end of 2022.31

22. Ibid; also see The Gambia Public Utilities Regulatory Authority (PURA), Legislative Mandate, https://pura.gm/about-pura/overview-of-pura/ (accessed 30 March 2022)
23. Supra no. 11
24. Ibid
25. Supra no. 6
29. Ibid, p. 10
30. Ibid, p. 10
31. Ibid,
In the end, the government of The Gambia had failed to meet its policy goal of providing an alternative backup to the ACE Cable. It thus remains to be seen whether it can achieve its ambitious goals of providing affordable high-speed internet to at least 75% of Gambian households by the end of 2022.

HATE SPEECH, MISINFORMATION, AND FREEDOM OF EXPRESSION ONLINE

As 2021 marked the year of The Gambia’s first post-dictatorship presidential elections, the right to freedom of expression, especially in political discourse, was put to the test, and the majority opinion was that this right thrived in The Gambia in 2021. This right is guaranteed in the Constitution of The Gambia, 1997 as the “freedom of speech and expression”, and includes the “freedom of the press and other media”. A number of repressive media-related laws had in the past made the exercise of this right difficult. However, a number of media law-related reforms have taken place in the last five years, including the Supreme Court declaring as unconstitutional the law on false publication on the Internet, as well as other repressive pieces of legislation on defamation and sedition. This has resulted in a better climate for the exercise of this right.

A 2021 AfroBarometer report confirms that a majority of Gambians believe that the media is in fact free to do its work without government interference. This public perception was important, as it helped promote the semblance of a free and fair electoral process, where differing political views were expressed and publicised through the media, including social media and outlets. Digital inclusion, therefore, had an important role to play, as, without it, many citizens lacking internet connectivity would be left out of political discourses occurring in digital spaces.

A 2021 AfroBarometer report confirms that a majority of Gambians believe that the media is in fact free to do its work without government interference. This inspired a project by Jokkolabs Banjul who sought to amplify the voices of rural women in The Gambia ahead of the December 2021 presidential elections. As Jokkolabs Banjul describes it, “the political battle for votes is now happening in online forums created on WhatsApp.” Its digital inclusion project, under the slogan “Digital inclusion: Not without our rural women”, has enabled women

---
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As the 2021 presidential elections beckoned, hate speech online became prevalent as well. A Gambia Press Union (GPU) research report discloses that in the last seven years, web-based publications published more hate speech than any other type of media, followed by print media.

The platform was inspired by similar platforms in Ghana and Nigeria. Minister of Information, Ebrima Sillah at the launching of the online platform, highlighted that the initiative to set up a fact-checking platform in The Gambia could not have come at a better time when the country is preparing for a series of elections coupled with the rising trend of misinformation about COVID-19. Since its establishment, factcheckgambia.org has published several articles debunking fake news and stories surrounding COVID-19 and the December presidential elections, among other pertinent issues. An example is an August 2021 fact-checking article debunking certain untruths about the COVID-19 vaccine.

As the 2021 presidential elections beckoned, hate speech online became prevalent as well. A Gambia Press Union (GPU) research report discloses that in the last seven years, web-based publications published more hate speech than any other type of media, followed by print media.
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The report also confirms that much of hate speech in The Gambia, which is usually ethnic or political in nature, occurs on social media platforms (Facebook and WhatsApp in particular) and that unfortunately, some of these hateful WhatsApp messages or Facebook posts find their way into the mainstream media (print and broadcast). While there is currently no specific law to counter misinformation and hate speech, the Criminal Offences Bill, 2020 which is before Parliament at the time of writing, will become the first legislation that specifically prohibits hate speech, if and when it successfully passes into law.

ACCESS TO INFORMATION

The Gambia in August 2021 enacted its first-ever access to information legislation. It was enacted following a consultative process by the Civil Society Coalition on Access to Information, spearheaded by the Gambia Press Union (GPU), who were determined to shed The Gambia’s image as the only country in Anglophone West Africa without an Access to Information legislation. Prior to this, The Gambia had undergone a repressive period in which the right to access to information enjoyed neither constitutional nor statutory protection. Even recent attempts to constitutionally protect this right through the 2020 Draft Constitution of The Gambia, became unsuccessful, after the Draft failed to obtain parliamentary approval needed for its enactment.

Under the former regime, over 20 web pages were blocked by the government, many of which were independent news and opposition news websites known for their criticism of the ruling government, thus limiting access to public information that could be detrimental to the regime.
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ANALYSIS OF THE GAMBIA’S PERFORMANCE FROM THE YEAR 2020

The Gambia made slight improvements in terms of digital rights and inclusion from the year 2020. A major highlight is the passing into law of the Access to Information legislation, which provides proactive and organised dissemination of public records and information. This was after four years of civil society advocacy for the passing of the legislation. There were also increases in the number of internet users, as freedom of expression thrived on online spaces and platforms. Digital inclusion however remains a problem with infrastructural deficiencies leading to a rural-urban divide in terms of Internet connectivity. Costs of Internet connectivity also remain high thus limiting access for many Gambians who live in poverty.

Poor policy implementation has also ensured that the government of The Gambia failed to meet its target of providing an alternative backup to the ACE Cable by the end of 2021, which may lead to similar occurrences of Internet blackouts in 2022 as seen in 2021. It also offers little hope that the government would meet its target to connect at least 75% of Gambian households by the end of 2022.

Back then, government officials argued that every citizen could access information from the State or any other organ or agency of the State except information that was likely to be “prejudicial to the security or sovereignty” of the State, or interfere with the right to privacy of another person. This position was reflected in the provisions of the Official Secrets Act, 1922 (amended as of 2008), which prescribed penalties for any unauthorised possession, retention, and/or disclosure of official information. The Access to Information Act, is aimed at proactive and organised dissemination of public records and information to the people. It repeals the repressive sections of the Official Secrets Act, and has some implications on how Gambians digitally access information either from privately owned webpages or directly from government sources. Firstly, it grants previously repressed citizens the right to access and disseminate public information. It also puts the onus on the government to make such public information easily accessible e.g. digitally.

However, it has been admitted by government officials that many government Ministries and departments do not have official websites through which information about their work could be sourced, nor do they have official contact details such as an official email to facilitate the request of information. As the right to access to information will be put to the test in the coming years, it is incumbent upon the government to put both the physical and digital structures in place to allow the easy storage, request, access, and dissemination of public information.
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CONCLUSION AND RECOMMENDATIONS

The Gambia has progressed notably in terms of digital rights and inclusion in the past five years post-dictatorship, and there are active efforts in place to further improve the status quo. However, major issues continue to negatively impact developments in digital rights and inclusion in The Gambia. Thus, the following recommendations ought to be considered;

Government

Government needs to ensure that the rural-urban divide is addressed by putting better digital structures in place in rural areas to ensure a more inclusive digital space in The Gambia. Both Government and Private ISPs should provide Wi-Fi connectivity in public spaces throughout the country, at reasonable rates. Government must ensure that all schools, both public and private, are connected to the internet.

Government must also ensure that the high costs of internet services are addressed, by ensuring that the taxes and tariffs imposed by the state, which directly impacts cost and affordability, are reviewed and where possible reduced or removed.

Government must embrace e-governance, including ensuring that all government ministries and departments have websites, data centres, and digital communication channels. These digital structures within the government machinery would also enable easy access to public information, as per the ATI legislation.

Civil Society

Media institutions must be trained and provided with the tools to curtail the spread of hate speech and misinformation on their platforms. Civil society organisations should also take the lead in creating public awareness on hate speech and misinformation, and in the tools needed to counter them.

“Government needs to ensure that the rural-urban divide is addressed by putting better digital structures in place in rural areas to ensure a more inclusive digital space in The Gambia.”
Ghana’s digital rights space has grown over the past two decades with increasing mobile subscriptions and about half of the population having access to the Internet. This has been on the back of increasing infrastructure and a booming artificial intelligence ecosystem, which culminated in Google setting up its first AI lab in Africa in Ghana in 2019. While these advancements should be celebrated, the data shows that there continues to be unequal involvement of women in these sectors and especially with regard to senior staff in the AI sector, especially in data science.

The growth of the digital space in Ghana comes on the back of a fairly liberal legislative framework that substantially implements the country’s international and regional human rights obligations. Recent legislative changes include the coming into force of the Cybersecurity Act which among others criminalises online child pornography and child exploitation online generally and the protection of partners, mostly women, from ‘revenge porn’. The Act, however, contains provisions that could be utilised for mass or targeted surveillance with little critical oversight.

Another recent legislative framework, the Right to Information Act, appears to have hit an uncomfortable snag in its implementation, as government officials have been reluctant to accede to access to information requests leading to a confrontation with various civil society organisations, including litigation in court. The inauguration of the Right to Information Commission, which has begun to sanction recalcitrant government agencies is proving to be an important force in ensuring open governance and accountability.
The year in review also saw a worrying decline in freedom of speech online, with a number of reports of social media users being targeted by state security agencies through the use of public order laws. Additionally, the government of Ghana needs to adopt more targeted measures to ensure gender parity in the digital rights space. Ensuring gender equality in all sectors of public and private life is one of the primary obligations that the state has in accordance with its international, regional and constitutional obligations.

Steps also need to be taken to ensure that the potential gains of the Right to Information Act are not lost through the conduct of government agencies that continue to hold on to official secrecy, rather than open governance, proactive disclosure and speedy disclosure of information upon request. Information officers within various government departments and agencies need to be trained to understand their obligation under the law, to ensure effective implementation of the Act.

The government also needs to take steps to repeal illiberal public order laws that are being used by state security agencies to stifle free speech, including online free speech.

“Finally, stakeholders need to keep a keen eye on the implementation of provisions of the Cybersecurity law that allows for interception of private communication, to ensure that strict practical safeguards are adopted to prevent the potential use of the law for targeted or mass surveillance.”
Prior to the onslaught of the COVID-19 pandemic, the economy of Ghana was growing at 7% on average per annum but the pandemic resulted in economic slowdown which has put a strain on households, and slightly increased poverty from 25% in 2019 to 25.5% in 2020. In recent years, Ghana’s public debt has significantly increased as a result of excessive borrowing, with the debt estimated at 81.1% of GDP which places Ghana in a significant risk of debt distress.

Since its return to democratic rule in 1993, after several successive military dictatorships between 1966 and 1992, Ghana has often been highlighted as a model democracy on account of fairly liberal laws and policies and successive peaceful change of governments through periodic free and fair elections. As the second most populated and second largest economy in West Africa, Ghana plays an important role in the socio-political as well as the economic affairs of the region. Ghana has consistently ranked amongst the top three in Africa when it comes to freedom of speech and press freedom.

3. As above.
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COMPLIANCE WITH REGIONAL AND INTERNATIONAL FRAMEWORKS

Ghana is a member of the United Nations (UN) and a founding member of the Organisation of African Unity (OAU) and African Union (AU). Since its independence, Ghana has ratified most of the core United Nations human rights instruments, including the:

- International Convention on the Elimination of All Forms of Racial Discrimination, which was ratified in 1966;
- Convention on the Elimination of All Forms of Discrimination Against Women, ratified in 1986;

In the year 2000, Ghana ratified the International Covenant on Civil and Political Rights, International Covenant on Economic, Social and Cultural Rights, Convention Against Torture and Other Cruel Inhuman and Degrading Treatment and the International Convention on the Protection of the Rights of All Migrant Workers and members of their families. Other UN human rights treaties ratified by Ghana include the Convention on the Rights of Persons with Disabilities, which was ratified in 2012, and the Optional Protocol to the Convention Against Torture, ratified in 2016.


Being a dualist state, ratification of these human rights instruments does not make them directly applicable at the national level. Consequently, the government of Ghana has an obligation to enact domestic laws and policies to give effect to their obligations under these treaties.

While various laws and policies have been enacted to give effect to most of Ghana’s international obligations, they are not yet fully implemented.

6. As above.
7. As above.
human rights obligations; the Government has recently enacted the Cybersecurity Act 2020, Act 1038, to give effect to its obligations under the Malabo Convention. The government also launched a number of activities in 2021 to popularise the Act and raise awareness among key stakeholders and the general populace.

The Cybersecurity Act provides, among others, a comprehensive legal framework for cybersecurity in Ghana including the protection of children online especially against child pornography and child sexual exploitation. The Act also makes provision for criminalisation of the ‘non-consensual sharing of intimate image[s]’ (revenge porn), which carries criminal penalties of up to three years imprisonment. The Cybersecurity Act, however, contains some potentially problematic provisions relating to the interception of data by law enforcement agencies through ex parte applications to the High Court, without making provisions for safeguards such as the presence of an independent intermediary.

These provisions may be abused by law enforcement officials to conduct surveillance, without the necessary checks and balances. Similar provisions in South Africa’s Regulation of Interception of Communications and Provision of Communication-Related Information Act 70 of 2002 (RICA) were recently declared unconstitutional by the Constitutional Court for its failure to provide necessary safeguards during ex parte proceedings and post-surveillance notification to affected persons.

The Cybersecurity Act provides, among others, a comprehensive legal framework for cybersecurity in Ghana including the protection of children online especially against child pornography and child sexual exploitation.
While Ghana continues to have a liberal legislative and policy framework concerning freedom of expression online, actions of some organs of State put a strain on the enjoyment of freedom of expression online during 2021, of which a few examples are highlighted in this report. While many incidents relating to attempts to stifle online freedom of expression were recorded in Ghana during the year, perhaps the most shocking came from the Judiciary. In February 2021, the lawyers of the Judicial Service of Ghana issued a statement warning media houses to stop making ‘incendiary, hateful and offensive statements and speeches on their various platforms’ about judges, and in particular judges of the Supreme Court who were presiding over a presidential election petition filed by the former President John Mahama challenging the legality of the re-election of the current President Nana Akufo-Addo. The statement further requested media houses to immediately pull down the alleged statements from their websites and threatened legal action should media houses fail to do so. This was seen by many as an attempt by the Judiciary to intimidate and interfere with the editorial independence of media houses.

Other incidents related to attacks on freedom of expression online include the arrest on 1 April 2021 of David Tamakloe, the editor of an online newspaper (Whatsup News), on allegations of extortion and publishing false news, in relation to publications he made about a scandal involving a business woman who is the wife of a senior police officer.

On the back of the growing numbers of these kinds of cases, civil society organisations have urged the government to amend laws on the prohibition of ‘false information’, especially in the middle of a global pandemic, where access to vital information is critical. Government has been urged to utilise other alternatives including ‘proactively providing timely, accurate and comprehensive information’, instead of resorting to criminal sanctions which could have a negative impact on freedom of expression and access to information online. Similar provisions in the Penal Code of Kenya were struck down by the High Court in Kenya as being an illegitimate restriction on freedom of speech.

22. As above.
ACCESS TO INFORMATION

The enactment of the Right to Information Act in 2019 after almost two decades of it pending in parliament marked a turning point for access to information and transparency in the public sector of Ghana. However, the essence of the Act has been stifled by government departments and agencies either refusing to accede to access to information requests or charging exorbitant fees for information requested from them, even where providing the information comes at no cost to the entity.\(^27\) The Fourth Estate, an investigative journalism project of the Media Foundation for West Africa, which works on various issues related to public accountability and corruption, among others, reports that a number of requests it had made to various government agencies for information were either met with refusal, silence or exorbitant fees.\(^28\)

In one instance, the Minerals Commission demanded US$1000 as the processing fee for an access to information request that was made concerning mining firms that had been licensed in Ghana.\(^29\) In another case, which eventually ended up in the High Court, the National Communications Authority, which is one of the key regulators in the digital sector, charged GHS 2000 (US$ 350) in response to a request for information concerning radio stations that have been licensed to operate. The High Court eventually reduced the fee to GHS 1500 after months of litigation.\(^30\) These are rather high figures which, for the average Ghanaian, are unaffordable and have the impact of deterring citizens from making access to information requests.

Despite this unfortunate turn of events, the operationalisation of the Right to Information Commission, which is mandated under the Right to Information Act, to ensure compliance with the provisions of the Act seems to have given new impetus to access to information. For instance, in the Minerals Commission case cited earlier, an appeal by the Media Foundation for West Africa against the US$1000 processing fee requested, resulted in the Right to Information Commission ordering the Minerals Commission to reduce the processing fee from US$1000 to US$ 0.33.\(^31\) In another instance, the Right to Information Commission ordered the Scholarship Secretariat, a State institution, to release information relating to beneficiaries of government scholarships, which it had previously refused, citing the privacy of beneficiaries.\(^32\)
The share of the mobile service market among the mobile network operators remained significantly similar to the previous year. However, there was a significant change in the ownership of mobile network operators within the sector, with the government acquiring a 100% stake in AirtelTigo, which had a market share of 19.1% of mobile subscribers in Ghana as of June 2021. This is in addition to the fact that the government already owns a 30% stake in Vodafone Ghana, raising concerns that the State may become a significant player in the industry and may put it in a position to control flow and access of information.

Ghana's internet penetration rate increased from an estimated 48% to 50% during the course of 2021 marking a 2% increase in the space of one year, and one of the most rapid paces of growth in the sub-region. This has been on the back of a booming mobile telephony industry and massive investment in fibre optic infrastructure. Similarly, the number of Facebook users during 2021 was estimated at 8,838,800, a marked increased from the estimated 6 million social media users in 2020. Even as internet usage continues to increase, there is still a significant gender disparity. For instance, only 37.2% of Facebook users in Ghana are women, even though women make up almost 51% of the population. Research also shows that there is negligible participation of women in artificial intelligence and in particular the FinTech sector. For instance, there are no ‘women in senior data science-related roles’ in Ghana even though there are reports that the AI sector is booming, culminating in Google opening its first AI lab in Ghana in 2019.

The share of the mobile service market among the mobile network operators remained significantly similar to the previous year. However, there was a significant change in the ownership of mobile network operators within the sector, with the government acquiring a 100% stake in AirtelTigo, which had a market share of 19.1% of mobile subscribers in Ghana as of June 2021. This is in addition to the fact that the government already owns a 30% stake in Vodafone Ghana, raising concerns that the State may become a significant player in the industry and may put it in a position to control flow and access of information.
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In another development, the High Court in Accra ordered the State through its National Communications Authority to stop collecting data on subscribers of mobile telephony services and to delete data already collected. This follows the promulgation of the Establishment of Emergency Communications System Instrument, 2020 (EI 63) which, among others, tasked the network operators to provide the following information to the National Communications Authority Common Platform: all caller and called numbers, merchant codes (for mobile money), mobile station international subscriber directory number codes and international mobile equipment identity codes and site location etc, as part of Covid-19 measures to facilitate contact tracing. Commentators had already warned of the potential dangers of EI 63 on privacy rights as it presented the State with the capacity to engage in mass surveillance without adequate oversight.

While the state of digital rights in Ghana remains quite stable, with a steady increase in infrastructure and internet usage, there seems to be a decline in the respect for digital rights, given the reported number of attacks on social media activists and police harassment of journalists and human rights defenders for posts made on social media platforms. The enactment of the Cybersecurity Act, which harmonises regulations on online security, including the protection of women and children from online abuse and exploitation, demonstrates progress in the digital rights space over the past year. Other initiatives such as the nationwide sensitisation of key stakeholders and the public about the Cybersecurity Act are encouraging first steps towards the implementation of the Act. However, as noted earlier, the provisions of the Act relating to interception of private communication could potentially be used for targeted or mass surveillance in the absence of strict safeguards and continuous monitoring by stakeholders, especially civil society.

"The enactment of the Cybersecurity Act, which harmonises regulations on online security, including the protection of women and children from online abuse and exploitation, demonstrates progress in the digital rights space over the past year."
CONCLUSION AND RECOMMENDATIONS

While Ghana remains an open and democratic state founded on the ideals of freedom and justice and has made important strides in this regard, there are some worrying trends that need to be urgently addressed. The State’s continuous use of public order laws to frustrate the sharing of information online is of concern to all stakeholders. Freedom of expression online is equally as important as freedom of expression offline and the seemingly large appetite for State security agencies to target online expressions should be warded off. The State needs to develop a rights-based approach to guarding against dangerous speech online, and allow civil remedies or counter speech rather than using criminal sanctions to police what may, in some circumstances, be uncomfortable speech.

The government also needs to comply with the decision of the High Court in Francis Kwarteng Arthur v Ghana Telecommunications Company Limited and others and amend EI 63 to bring it in compliance with Ghana’s constitutional and international human rights obligations – to promote, protect and fulfill the right to privacy. Similarly, safeguards need to be put in place to ensure that the newly promulgated Cybersecurity Act does not become a tool for government security agencies to conduct mass surveillance or even targeted surveillance against government critics, human rights defenders and other persons, similar to the fears expressed about EI 63.

Additionally, while the passage of the Right to Information Act was welcomed with much optimism, the practice over the last year shows that government departments and agencies have been reluctant to comply with requests for information, leading activists to resort to the use of the Right to Information Commission and sometimes the Courts to obtain information. This situation shows the absence of political will and/or sufficient familiarity of relevant State agencies with the Right to Information Act. The State, through its agencies, needs to show that it is committed to enforcing the Right to Information Act by complying speedily with requests for information.

State departments, agencies and organs need to be trained on their obligations under the Act to ensure that the real benefits of the Act, such as increasing transparency and accountability in the public service, become a reality and that those who make requests for information are not saddled with unnecessary hurdles.

Finally, the government and other stakeholders should not lose sight of the glaring gender inequalities that persist in the digital rights sector and should continue to take targeted steps to ensure that more women are involved in the sector to ensure inclusive growth.
In 2021, Kenya witnessed a number of developments in the country’s digital rights ecosystem. Despite the challenges presented by the COVID-19 pandemic, the Ministry of Information, Communications and Technology (ICT) Innovation and Youth Affairs (MoICT) led efforts to create a rights-respecting and liberal internet-policy environment.

The report gives an overview of digital rights in Kenya and the intersection between data protection and humanitarian action, digital rights and digital inclusion, data protection and privacy and the threats by public authorities on freedom of expression online.

The report also takes a look at the application of cybercrime laws by the law enforcement and other agencies in Kenya.
Kenya is currently one of the most technologically advanced and rapidly growing Information and Communication Technology (ICT) markets in Sub-Saharan Africa. ICT is identified as an enabler for social economic transformation and the attainment of the aspirations of Kenya’s Vision 2030. The country is home to some of the key players in the industry, including Google, Meta, Oracle, IBM and Microsoft, among others. Notably, Kenya’s MPESA is a world recognized mobile banking service that has catapulted the country into greater heights in the field of Mobile Banking.

A number of laws and policies including the Film Bill 2021 were proposed for enactment during the period under review. The Government of Kenya’s commitment to supporting ICT development is evident from the promising policy direction the country is currently taking through the ongoing actualization of the country’s ICT aspirations through sufficient budgetary allocations. A case in point is the Financial Year 2021/2022 period during which the government allocated USD$210 million to the Ministry of ICT Innovation and Youth Affairs.

---

A deliberate, continued push by the government of Kenya to lead by example, by providing more of its services online through the e-citizen service portal (ecitizen.go.ke), has contributed to demand-driven growth of the ICT sector. Following the government’s directives that employers allow non-essential workers to work from home, citizens spent more time online during the period under review. As work-related and other engagements shifted online as a result of the government-backed work from home policy, a number of impediments to full enjoyment of digital rights by the majority of Kenyans were noted.

March 2021 is viewed as an important moment for the rights of children online because even though it is often denied the attention it deserves, the United Nations (UN) Committee on the Rights of the Child launched a guiding document on children’s rights in relation to the digital environment. The document complements the existing UN Convention on the Rights of the Child.

The African Declaration on Internet Rights and Freedoms was developed to “promote human rights standards and principles of openness in internet policy formulation and implementation” in African countries, including Kenya. The African Union Convention on Cyber Security and Personal Data Protection (Malabo Convention) was drafted in 2011 but adopted in June 2014 to “establish a credible framework for cybersecurity in Africa through organization of electronic transactions, protection of personal data, promotion of cyber security, e-governance and combating cybercrime.”

Further, the European Union’s General Data Protection Regulations (GDPR) provide, what could be termed as, international best practices in data governance. While not Kenya-specific, the regulations are progressive and are informative.

**COMPLIANCE WITH REGIONAL AND INTERNATIONAL FRAMEWORKS**

Article 19 of the Universal Declaration of Human Rights, which provides that “everyone has the right to freedom of opinion and expression; this right includes freedom to hold opinions without interference and to seek, receive and impart information and ideas through any media and regardless of frontiers” guarantees, among others, the freedom of expression and association.

Kenya has ratified the African Charter on Human and Peoples Rights, considered the general human rights instrument on the continent.

---


Anecdotally, Kenya’s compliance with regional and international frameworks can be deciphered from the fact that it has taken deliberate steps to ensure that the country operates within the confines of international standards and human rights obligations to protect the right to privacy and other digital rights that were threatened online before.

The country continues to improve its legal, policy and institutional framework to, among others, attune it to regional and international frameworks. For instance, the National Communications Secretariat, the policy advisory arm of the Ministry, announced in April 2021, that the Ministry of ICT, Innovation and Youth Affairs had launched a public consultation on draft data protection regulations.

In particular, the Ministry highlighted that it is seeking feedback from members of the public on the following three sets of regulations: 5

- The Data Protection (General) Regulations of 2021
- The Data Protection (Compliance and Enforcement) Regulations of 2021
- The Data Protection (Registration of Data Controllers and Data Processors) Regulations of 2021

IMPACT OF COVID-19 REGULATIONS ON DIGITAL RIGHTS AND INCLUSION

As a result of the COVID-19 pandemic, there was a noted increase in the number of internet users and internet usage. In June 2021, the Communications Authority of Kenya reported that leading telecom company, Safaricom PLC, had the highest internet users. 6

The report notes that this increase was occasioned by the work from home government policy. The onset of the pandemic also saw the introduction of the digital services tax. Further, the government increased surveillance of COVID-19 patients in 2020 at the beginning of the government-imposed lockdowns. 7

However, due to an outcry on the manner in which the surveillance was being carried out, the government appeared to have gone slow on the intrusive surveillance.

FREEDOM OF EXPRESSION ONLINE IN 2021

Kenya is largely a rights-respecting jurisdiction as a result of the developments that have been made in the country’s judicial system.

Freedom of expression online is often guaranteed but in 2021 there were a few instances of threats to freedom of expression online. For instance, the government sanctioned the arrest and prosecution of activist Mutemi wa Kiama for publishing what the government considered offensive graphics. The activist was subsequently prosecuted in a case that attracted international condemnation. The case has since been dismissed. 8

---

Pursuant to Kenya’s Access to Information Act of 2016, the right to access to information held by public authorities is codified in statute. As empowered by the Act, the Cabinet Secretary for Information, Communications and Technology (ICT) Innovation and Youth Affairs in liaison with the Commission on Administrative Justice (CAJ) published the Access to Information Regulations, 2021 for comments by members of the public. This was a great milestone as far as access to information in Kenya is concerned.

ACCESS TO INFORMATION

Pursuant to Kenya’s Access to Information Act of 2016, the right to access to information held by public authorities is codified in statute. As empowered by the Act, the Cabinet Secretary for Information, Communications and Technology (ICT) Innovation and Youth Affairs in liaison with the Commission on Administrative Justice (CAJ) published the Access to Information Regulations, 2021 for comments by members of the public. This was a great milestone as far as access to information in Kenya is concerned.

INTERNET DISRUPTIONS

There were no major government internet disruptions in Kenya in 2021 except for interruptions occasioned by routine maintenance of their respective systems by the respective telecom companies. Internet disruptions were also occasioned by the frequent power outages by the Kenya Power and Lighting Company (KPLC).

PRIVACY, DIGITAL IDS AND SURVEILLANCE

Due to its failure to comply with the express provisions of the Data Protection Act of 2019 (the DPA), the High Court of Kenya annulled the decision to roll out Huduma Cards in October 2021. The Huduma Cards are issued to Kenyan citizens for identification purposes and are set to replace the National Identity Cards that are currently in use. Contrary to the Act, the government kick-started the process of collecting personal data from Kenyans without putting measures in place to ensure that the data would be protected under the National Integrated Identity Management System (NIIMS). The court proceeded to issue an order of mandamus which sought to compel the Government of Kenya to first complete a data protection impact assessment before rolling out the Huduma cards as it had intended.


HATE SPEECH, MISINFORMATION AND CRIMINAL DEFAMATION LAWS
As it usually goes during a campaign season, Kenya is currently marred with rampant cases of politicians engaging in hate speech and misinformation, specifically the spread of fake news. No major hate speech, misinformation and criminal defamation legislative proposals were made during this period.

DIGITAL EXCLUSION IN AFRICA AND ITS IMPACT ON HUMAN RIGHTS
Digital exclusion is still a matter of concern in Kenya’s ICT development. Some parts of the country still have either weak 2G connectivity or no mobile network coverage especially in North-Eastern and North-Western regions. The fact that some parts of the country are digitally excluded means that they are not able to take advantage of the internet revolution. As the rest of the country grapples with 4G and 5G, it is unfortunate that some parts of the country have been left out.

DIGITAL INFRASTRUCTURE AND PRIORITIZATION OF ICT
Pursuant to the Constitution, broadcasting, postal and telecommunications services are the mandate of the national government as opposed to the county governments. In order to achieve its ICT aspirations as stated in its ICT Policy, the Government of Kenya has invested in a National Optic Fibre Backbone Infrastructure (NOFBI). Further, the national government through the Ministry of ICT continues to encourage counties to provide ICT infrastructure and skills development to enable them to benefit from the immense potential and opportunities presented by the national ICT policy.

GENDER AND ICT
Women involvement in ICT in Kenya is critical as women continue to take up necessary space in the ICT sector. There is a growing importance of inter-agency collaboration and coordination to achieve digital rights for women at the national level. Despite these strides, there is an urgent need for an accountability framework that promotes improved planning, coordination, programming and results for gender equality and women’s empowerment at the country level especially in relation to digital rights.

By focusing on gender mainstreaming processes at the country level, the government can work to achieve its aspirations in gaining gender parity in the ICT sector. For now, a lot remains to be done.

12. The documents are available through this link: https://drive.google.com/drive/folders/1WEV4zcO9PsprH34GXHy7U50gvBJAxePm?usp=sharing (Last accessed on 18 February 2022).
AN ANALYSIS OF THE COUNTRY’S PERFORMANCE FROM THE PREVIOUS YEAR

As opposed to 2020 when the government was grappling with containing the COVID-19 situation in the country and in the process, violating human rights, 2021 witnessed positive developments in the ICT sector. There is a notable difference from 2020 in terms of the general improvement of the digital landscape, regulatory framework, the institutional arrangement as well as the clarity of what the future looks like for ICT in Kenya. The government appears to be better at managing the COVID-19 pandemic compared to the chaos in 2020 of intrusive government surveillance put down to the containment of the spread of the pandemic.

Following the government’s move to slash domestic mobile termination rates (MTRs) and fixed termination rates (FTRs), the mobile operators opposed this move. The implication of this was that mobile operators would still charge as they deemed fit hence negatively impacting on the general public access of digital services. The cost of access to the Internet is a key determinant of digital inclusion and digital rights.

ICT has undoubtedly contributed to Kenya’s socio-economic development, improvement of the Gross Domestic Product (GDP), quality of life of the citizens and literacy levels. Section 4 of the Computer Misuse and Cybercrimes Act 2018, establishes the National Computer and Cybercrimes Coordination Committee (NC4) composed of representatives from various government agencies.

The Committee is charged with the responsibility of overseeing the security related aspects of the Kenyan cyberspace. Kenya launched the National Computer and Cyber Crimes Co-ordination Committee (NCCCC) to combat the rising cyber-related crimes which has bedeviled Kenya and other countries globally. It is hoped that the operationalization of the Committee will contribute to the early detection, prevention and penalization of cyber crimes.

“ICT has undoubtedly contributed to Kenya’s socio-economic development, improvement of the Gross Domestic Product (GDP), quality of life of the citizens and literacy levels.”
CONCLUSION AND RECOMMENDATIONS

This report has highlighted the challenges that have been witnessed in the digital landscape in Kenya. It urges that the recommendations which have been advanced in this report are put into due consideration for the betterment of the Kenyan populace. The following recommendations are advanced:

• There is a need for the government to put in place policy measures which ensure that the infrastructural development that is being witnessed in the major cities in the country is cascaded down to other parts of rural Kenya that have not benefited from the digital inclusion programmes.

• There is a need for all stakeholders-public authorities, the private sector and the general population in Kenya to lead efforts to reduce the spread of hate speech and misinformation online. This is critical especially during this period when the country is in an electioneering period.

• The Government of Kenya must adopt a multi-stakeholder approach in gearing towards an ICT-centered economy as envisioned in the country’s development blueprint that seeks to transform Kenya into a newly industrialising, middle-income country providing a high quality of life to all its citizens by 2030 in a clean and secure environment.

• There is a need for the national government to spur ICT development at the local county level by initiating programmes in partnership with the county governments.

• There is a need for promotion and encouragement of self-regulation and strengthening of professional bodies to support the government to ensure adherence to certain guidelines and ethics.

• The Government of Kenya needs to assess the gender perspectives in regards to ICT in the country and to remove bottlenecks that hinder women’s involvement in ICT.
This report maps the state of digital rights and inclusion in Malawi in 2021. It concentrates on the country’s opportunities and threats to digital rights. The report has established Malawi’s decline on the 2021 Internet Freedom ranking due to increased criminalisation of online speech. Prohibitive cost of internet and mobile services; low levels of electricity access, and the absence of legislative and policy framework on personal data protection and Artificial Intelligence (AI) also remained major gaps. However, Malawi rolled out an ambitious five-year Digital Economy Strategy (2021-2025), and the Malawi 2063 (MW2063), the country’s long term development plan. Both the Digital Strategy and MW2063 recognise investment in ICT as a critical enabler in industrialization of the economy. There were also significant strides in implementation of the Access to Information Act (ATI Act). The report recommends the following: repealing of defamation and sedition laws in the Penal Code and reforming the Electronic Transactions and CyberSecurity Act of 2016, to bring them into conformity with Malawi’s international human rights obligations. In order to safeguard the right to privacy, Parliament should prioritise the enactment of the Data Protection Bill, currently in draft, and also ratify the African Union Convention on Cyber Security and Personal Data Protection. Critically, the government should expedite efforts in providing equal access to Internet and ICTs for all citizens, including marginalized groups. On ATI, the government should accelerate appointment of information officers in all public institutions in conformance to section 12 of the ATI Act. In relation to AI, the government should develop a national strategy on AI.

Located in Southern Africa, Malawi shares its borders with Mozambique, Zambia and Tanzania. With an estimated population of 17.5 million, which is expected to double by the year 2038, about 51.7% of the population lives below the poverty line and 25% percent living in extreme poverty. The per capita income has remained low, averaging US$502 over the past decade.

Inequality has also remained high with a Gini Coefficient of 0.6. Malawi’s development is heavily donor and credit dependent. According to the National Planning Commission, “As at June 2020, public debt stock was as high as K4.1 trillion (around US$5.5 billion, representing 59 percent of national income) hence posing a threat to the socio-economic development of the country”.

In recent years, however, Malawi has made significant policy, legal and structural reforms in the ICT sector. As aptly noted by Kainja, “there is steady increase in access and proliferation of the Internet and services in the country. Various mobile phone services such as mobile banking and mobile health are available, yet major challenges also remain”.

---

4. As above.  
Malawi is a State party to key international human rights treaties in relation to freedom of expression (FoE) and access to information (ATI). These instruments include:

- the African Charter on Human and Peoples Rights;
- Universal Declaration on Human Rights (UDHR);
- International Covenant on Civil and Political Rights (ICCPR);
- The African Union Convention on Preventing and Combating Corruption;
- The African Charter on the Rights and Welfare of the Child;
- African Youth Charter;
- African Charter on Statistics;
- African Charter on Democracy, Elections and Governance;
- The African Charter on Values and Principles of Public Service and Administration; and

Critically, the 1994 Constitution entrenched a Bill of Rights which substantially reflects the normative framework set by the international human rights instruments cited above. Notably, however, Malawi has neither signed nor ratified the African Union Convention on Cyber Security and Personal Data Protection.6

FREEDOM OF EXPRESSION

Sections 34 and 35 of the Constitution of Malawi and Article 9 of the African Charter on Human and People’s Rights (African Charter) guarantee freedom of opinion and expression. While at face value Malawi has a permissive legal and policy regime guaranteeing freedom of expression, in practice, this fundamental right continues to face significant restrictions. According to the Freedom House, in 2021, Malawi’s ranking on internet freedom declined, as the government intensified criminalisation of freedom of expression online.7 Authorities arrested five individuals, two of whom were convicted using criminal defamation and cyber security laws.

On 25 June 2021, the senior magistrate Court in the capital city Lilongwe convicted and sentenced Ignatius Kamwanje to a K 200,000 (US$ 270) fine or to serve 18 months in jail in default, over a Facebook post in which he alleged that employees of the National Bank of Malawi, were defrauding customers’ accounts.8 Kamwanje was convicted for the offence of ‘spamming’ under section 91 of the Electronic Transactions and Cyber Security Act of 2016.9

In addition, in May 2021, a woman, Irene Chisulo Majiga was convicted for allegedly publishing a WhatsApp voice note alleging that a suspect detained on rape charges was released from

---

8. C Chinoko ‘Court convicts Facebook user over malicious post’ [22 June 2021] Court convicts Facebook user over malicious post - The Nation Online (mwnation.com) [accessed on 15 January 2022].
9. Section 91 of the Electronic Transactions and Cyber Security Act of 2016 provides that “Any person who transmits any unsolicited electronic information to another person for the purposes of illegal trade or commerce, or other illegal activity, commits an offence and shall, upon conviction, be liable to a fine of K2,000,000 and to imprisonment for five years”.

---
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police custody under questionable circumstances. She was charged under section 60 of the penal code which criminalises ‘publication of false news likely to cause breach of peace’. She pleaded guilty and was sentenced to a fine of 50,000 kwacha (US$ 64) or in default serve a one month jail term.

In July 2021, police arrested Joshua Chisambele, a social media critic of President Chakwera’s administration over his Facebook post. Similarly, a 20-year-old girl, Chisomo Makala, was arrested for reportedly sharing on social media a video clip that appeared to ridicule President Chakwera. Makala was arrested in Lilongwe after police traced a phone number that she had used to share the video clip on a WhatsApp group called ‘Mandota Comedy’. She was released on bail.

On 6 April 2021, a freelance journalist, Watipaso Mzungu was summoned to national police headquarters in Lilongwe over the online story he published on Nyasa Times which was deemed critical of the President. The Media Institute of Southern Africa (Malawi Chapter) condemned the police’s action describing it as an attack on media freedom. Similarly, in February 2021, police arrested a community journalist, Raymond Siyaya, on allegations of reporting “fake news” on his Facebook page. Police accused Siyaya of making false allegations that senior security officials had mismanaged COVID-19 relief funds. He was charged under section 60 of the penal code which prohibits ‘publication of false news likely to cause breach of peace’. However, the police dropped the charges against him.

11. Chisambele posted a series of Presidents of different countries who were deposed while out of their countries. This was at a time President Chakwera was in London. He was verbally told by the Police that he was being detained on allegations of "incitement". However, after spending two nights in Police cell at Area 18 in Lilongwe, he was released without a charge. See https://www.malawivoice.com/2021/07/28/ralph-kasambara-warns-police-for-arresting-chakweras-social-media-critic-joshua-chisa-mbele/ (accessed on 12 January 2022).
12.Centre for Human Rights and Rehabilitation “A call to the Chakwera administration to drop all court cases related to freedom of expression and to repeal all laws that suppress freedom of expression” (24 January 2021).
16. As above.
This pattern of crackdowns on online dissent and the climate of intimidation may prompt a degree of self-censorship, especially among media practitioners and social media users. Section 36 of the Malawi Constitution guarantees freedom of the press. In addition, Principle 20(1) of the African Commission on Human and Peoples' Rights (ACHPR) Declaration of Principles on Freedom of Expression and Access to Information in Africa 2019 (ACHPR Declaration) calls on states to guarantee the safety of journalists and media practitioners including freedom from intimidation. Further, Principle 22(2) of the ACHPR Declaration provides that states must ‘repeal laws that criminalise sedition, insult and publication of false news.’

ACCESS TO INFORMATION
The right to information is guaranteed under section 37 of the Constitution, as well as the Access to Information Act (ATI Act) of 2016. In 2021, the Government registered some significant milestones in implementation of the ATI Act. It adopted the ATI Act regulations, and established the ATI Unit under the Malawi Human Rights Commission (MHRC), to oversee overall operationalization of the Act. In addition, 160 information officers were deployed to 123 public institutions. MHRC also developed a comprehensive road map for the operationalization of the Act, conducted a legal and technical analysis of ATI Act, and translated its regulations into local languages.

However, there is non-compliance by some public institutions in designating information officers, hence undermining citizens’ access to information. In addition, lack of proactive disclosure of information by public institutions remained a major setback. For example, the Malawi government did not make a report on Public Sector Reforms public, arguing that the report was only meant for the President. Underfunding and delayed funding of the MHRC which is responsible for oversight implementation of the Act continued to undermine its oversight mandate on the ATI Act. There was also a low level of awareness among public institutions and the general public on ATIA and ATI regulations. The MHRC also cited COVID-19 protective measures as a challenge which slowed down implementation of some activities.

17. As above
23. As above.
Malawi has in recent years made significant policy and structural reforms in ICT. In 2021, the government rolled out an ambitious five-year Digital Economy Strategy (2021-2026) which sets new targets for different aspects of the digital economy. Among others, on network access, the government intends to expand internet access from 14.6% to 80% of the population and broadband coverage to 95% by 2026. It also seeks to review internet taxes by, among others, cutting out the 10% excise duty on purchasing data and SMS tariffs, and scrapping off the 3.5% revenue tax for telecom providers which are significant drivers of high costs of internet and mobile services in Malawi.

Further, Government targets to increase device ownership from 51% to 80% and access to energy to 20%. On digital finance services, the Government seeks to achieve a 30% increase in mobile bank accounts, thus targeting an additional 2.1 million Malawians. In relation to digital skills, the Strategy seeks to increase availability of relevant digital skills and literacy in secondary schools, aimed at increasing the pass rate from 50% to 80% by 2026. The Malawian government also continued to operate the Universal Service Fund (USF) aimed at increasing access to ICTs through expansion of mobile networks across the country.

As of 2021, the country had over 20 operational Internet Service Providers. Further, social media platforms continue to be actively vibrant in giving citizens a voice and influencing policy debates. As aptly stated by Kainja, ‘Social media has given Malawians the means to hold power to account, to shape policies, talkback to authorities and to push for improved governance’.

Despite notable strides, the penetration and utilisation of ICTs remained significantly low. The most recent survey shows that only 43.2% of Malawians own a mobile phone, and landline penetration is only around 1%. Only 14.6% used the internet, 9.3% of whom are in rural areas as compared to 40.7% of urban areas. Strikingly, a recent survey by the Malawi Communications Regulatory Authority (MACRA), established that 46% of Malawians say they don't use the internet because they don't know what it is, and 2.4% say they don't use it because it is too expensive. Thus, high digital illiteracy remains a major setback in Malawi's digital space. Reiterating the significance of the Internet in fulfilment of other fundamental democratic rights such as freedom of expression and access to information, the 32nd session of Human Rights Council (2016) affirmed that the same rights enjoyed offline must also be protected online. Therefore, access to the Internet must be universal and affordable for all citizens.

The country's telecommunications sector is a duo monopoly, with two companies, Telekom Networks Malawi Limited (TNM) and Airtel Malawi Limited who control a market share of 99.6% between them. MTL and ACL are the only landline telephone companies both, with 0.1% market penetration. Only 76.2% of the country is covered by mobile network, inclusive of 2G, 3G and 4G; thus, around 4.1 million Malawians have no access to mobile network coverage, eventually unable to use the Internet and other mobile services. Inadequate ICT infrastructure, inadequate investment and high taxes are major drivers of low internet penetration. For example, in 2021, the government maintained a 17.5% value-added tax (VAT) on mobile phones and services, a 16.5% VAT on Internet services, and 10% excise duty on mobile phone text messages and Internet data transfers. Consequently, access to the Internet is exorbitant for a majority of the population, particularly the rural masses.

Unreliable electricity also heavily strains Malawi's ICT sector. Only 12.7 percent of the country's population has access to electricity. The urban electricity penetration is only 25%, compared to a mere 1% of rural households. Those with access to electricity also face frequent blackouts. Notably, due to interrupted power supply, half of Malawi's private businesses rely on heavy backup generators, pushing cost of production by firms high, which in turn are compensated through prohibitive costs of services on the market.
According to the World Bank Malawi Economic Monitor (MEM), low ICT penetration in Malawi hinders “a potential of $189 million in additional GDP and $33 million in tax revenues per year”. Thus, electrical power challenges adversely affect the delivery of ICT services and the economy at large. 

Implementation of the government’s ICT initiatives were also marred by serious challenges. For example, in September 2021, the new political administration announced abolition of the Community Telecentre Program, a program aimed at expanding access to ICT services to members of the public, especially underserved rural communities. It cited politicisation and lack of sustainability plan of the Program by the previous political administrations. The government stated that it will instead prioritize a new program, “Connect a School”.

However, civil society groups expressed concerns over government’s lack of transparency and accountability in its decision to abandon the Telecentre program demanding that government should “provide a detailed report on the status of the Connect a Constituency Telecentre program and government’s justication of its decision to abandon this program as announced by the Minister of Information”. In addition, despite completing a National Optic Fibre Backbone Project in April 2018, promising to deliver faster internet services, as of December 2021, the project’s benefits were yet to be seen. Stakeholders also raised concerns over the government’s lack of accountability in the management of the USF.

---

42. As above (41)
44. YAS, DCT and Oxfam’s press statement.
**PRIVACY, DIGITAL IDS AND SURVEILLANCE**

The right to privacy is provided under section 21 of the Constitution. The major win for Malawi in 2021 was the development of the long awaited Data Protection Bill, 2021. Overall, the Bill seeks to protect the right to privacy of the individual in line with Malawi’s obligations under international human rights law. However, according to CIPESA, while the Bill contains various positives including core principles on protection of personal data; it has some serious deficits that need redress if it is to serve its full purpose. For example, CIPESA observes that the establishment of the Data Protection Office (DPO) under MACRA as prescribed under section 4 of the Communications Act, 2016, may significantly undermine and limit the financial, decisional and institutional independence of the DPO.

Malawi continued to enforce the mandatory registration of sim cards as prescribed by the Communications Act, 2016. Use of unregistered SIM cards is punishable under section 93(3) of the Communications Act with a fine of 5 million kwacha ($6,400) and five years imprisonment. This undermines citizens’ ability to communicate anonymously via mobile phones, and perpetuates digital exclusion as individuals without official IDs are unable to register. Further, in the absence of data protection law, the mass personal data collection has increased the possibility of state surveillance.

**IMPACT OF COVID-19 REGULATIONS ON DIGITAL RIGHTS AND INCLUSION IN MALAWI**

The pandemic continued to ravage Malawi’s economy and public health system. 2,364 people died of COVID-19, as of 31 December 2021. With restrictions put in place to control the spread of COVID-19, the ICT sector continued to play a critical role in providing Malawians with a safe means of communication.

Various online platforms helped in the dissemination of crucial COVID-19 messages. Businesses heavily relied on ICT to continue amidst the pandemic. Notably, the cost of living turned unbearable for most Malawians particularly the poor, attracting a wave of citizen protests in major cities.

Mismanagement of COVID-19 funds was a major issue of public concern in the year. Most public institutions failed to provide reports to the Presidential Task Force on COVID-19 on how they had spent 6.2 billion MWK (US$7.9 million), two weeks after the President had ordered them to do so.

As of February 2021, most public institutions had not accounted for 17 billion MWK (US$21 million) that the central government had disbursed. In February 2021, President Chakwera suspended several heads of public institutions for failure to...
Ando also fired his Minister of Health for alleged abuse of COVID-19 recovery funds. Principles 29(1) and (2) of the Declaration are instructive that public bodies should proactively make information including budget expenditures available to the public.

In a bid to cushion vulnerable and low-income households from the socio-economic shocks of the COVID-19 pandemic, in February 2021, the government rolled out the COVID-19 Emergency Urban Cash Transfer Intervention (CUCI) to support vulnerable households with a three-month subsistence allowance. The cash transfers had a monthly cash payment of MK35, 000 ($43) over a period of three months, and were delivered using a mobile money system. Two mobile companies, TNM and Airtel Malawi were contracted as disbursement agents. However, use of mobile money facilities disadvantaged poor households that did not have mobile phones or have registered mobile money accounts.

**INTERNET DISRUPTIONS**

Under Article 24 of the Electronic Transactions and Cyber Security Act, 2017; the government can restrict online public communications deemed necessary to “protect public order and national security”, which could be interpreted to permit network shutdowns or block social media platforms. While in 2021, there were no reports of state-linked internet disruptions in Malawi, the existence of Article 24 above continues to pose a threat to freedoms online. In terms of Principle 38(2) of the ACHPR Declaration, states shall not disrupt access to the Internet and other digital technologies for segments of the public or an entire population.

**DIGITAL EXCLUSION AND HUMAN RIGHTS**

Section 157 of the Communications Act of 2016 provides for Universal Services and Access to Telecommunication. MACRA as a regulator is mandated “to ensure that the provision of universal services is made on affordable tariffs that are accessible to all.” However, the high costs of internet and mobile services and inadequate ICT infrastructure continue to shut out the poor, who are largely rural-based on digital services like mobile banking and money services that could help lift them out of poverty. Notably, the 2021 Inclusive Internet Index report, ranks Malawi as very poor on all four of its indicators: Internet availability, affordability, relevance, and readiness. Freedom House attributes this poor rating to “rising costs of the Internet due to poor infrastructure management and lack of investment.” The digital divide between the rural and urban areas is also widening.

---

In terms of cost of mobile services and internet, in 2021, the two major mobile service companies, Airtel and TNM reduced their cost of internet. In May, the cost of 1GB and 4GB bundles were slashed down by between 10% and 31% respectively.\(^{60}\) The reduction in prices followed the engagement between the country’s regulator, MACRA, and the two companies. Airtel Malawi also removed the validity period for its 1GB internet bundles. Despite the reduction in bundle prices, the cost of internet and mobile services in Malawi remained exorbitantly high.

**ARTIFICIAL INTELLIGENCE NATIONAL STRATEGY**

Malawi’s Artificial Intelligence (AI) industry is at a nascent stage.\(^{61}\) Notably, Malawi does not have legislation and national strategy on AI. ACHPR Resolution 473 calls on State Parties to develop a comprehensive legal and ethical governance framework for AI technologies so as to ensure compliance with human rights standards. In addition, AI literacy levels among Malawians and various stakeholders remain low.\(^{62}\)

**HATE SPEECH, MISINFORMATION AND CRIMINAL DEFAMATION LAWS**

Malawi did not make any progress in repealing defamation and sedition laws in its Penal Code. Defamation is criminalised under section 200(1) of the Penal Code. Similarly, sections 61 of the penal code imposes criminal sanctions against the defamation of foreign dignitaries. Furthermore, the government also uses sedition laws in sections 50 and 51(3) of the Penal Code to crack down on critics of the government or the president. Section 50 describes seditious intention as, among other things, ‘to bring into hatred or contempt or to excite disaffection against the person of the President, or the Government.’

In addition, section 60 of the penal code prohibits ‘publication of false news likely to cause breach of peace’. Such provisions on sedition are outdated and subject to arbitrary interpretation and application. Principle 22(2) of the ACHPR Declaration provides that states must ‘repeal laws that criminalise sedition, insult and publication of false news.’\(^{63}\) In Lohé Issa Konaté vs The Republic of Burkina Faso, the African Court on Human and Peoples Rights (African Court) found that “criminalisation of defamation is not justified” as it is in conflict with freedom of expression.\(^{64}\)

**GENDER AND ICT**

The 2021 Global Gender Gap Index ranks Malawi in position 115 out of 156 countries.\(^{65}\) The gender divide in ICT access and usage remained persistent. According to the World Bank, 44.9 % of men own mobile phones as compared to 37.7% of women.\(^{66}\) In terms of usage, 68% of men use a mobile phone, compared to just 56.2% of women. Similarly, internet use also remains higher among men at 15.4% relative to 12.4% among women. Thus, it is critical for the government to implement interventions to increase ICT access and use among women.

---

62. As above.
CONCLUSION

The rolling out of the ambitious Digital Economy Strategy (2021-2026) coupled with the development of Malawi2063 which places ICTs at the heart of its success, demonstrated Malawi’s commitment towards expanding the country’s digital infrastructure, and realisation of digital rights.

The drafting of the Personal Data Protection Bill was a significant step in ensuring the country’s obligation in upholding the right to privacy of all individuals. However, the wanton crackdown on online freedoms through arrests and criminal convictions continued to undermine freedom of expression.

Further, prohibitive costs of internet and mobile services, low access to energy, and low ICT literacy levels remained a major threat to Malawi’s development prospects and realisation of digital rights especially among the marginalised groups including women and rural-based Malawians.

“

The Malawian government has to take significant steps in upholding digital rights of all Malawians.

”
RECOMMENDATIONS
In view of the prevailing digital rights climate in Malawi, the following recommendations should be considered:

The Government

- Repeal defamation and sedition laws in the Penal Code, and amend sections 24(1) provisions (e) and (f) of the Electronic Transactions and CyberSecurity Act of 2016.

- Guarantee freedom of expression online and media freedoms.

- Parliament to prioritise enactment of a Data Protection law to provide for protection of personal data.

- Remove barriers to internet and mobile services access particularly prohibitive taxes on internet and mobile services, poor ICT infrastructure, and duomonopoly of the telecommunication industry in order to ensure that access to the internet and mobile services is universal and affordable for all citizens, including rural populations, women and people with specific needs.

- MACRA should ensure transparent and effective management of the Universal Access Fund (USF), as well as account for the expenditure of the funds realised from the facility since its establishment in 2016.

- Expedite appointment of information officers in all public institutions in conformance to section 12 of the ATI Act.

- Provide adequate resources to the Malawi Human Rights Commission to ensure it discharges its oversight role over the implementation of the ATI Act.

- Intensify public awareness on ATI Act.

- Develop legislation and a national strategy on Artificial Intelligence (AI).

- Ratify the African Union Convention on Cyber Security and Personal Data Protection.

- Bridge the gender digital divide by implementing interventions to increase ICT access among women such as increased budgetary allocations for ICT services targeting women and girls.
The Civil Society
• Step up advocacy efforts on decriminalisation of freedom of expression.
• Monitor the implementation of Malawi’s five-year Digital Economy Strategy (2021-2026).
• Lobby and demand urgent enactment and implementation of data protection law.
• Advocate for Malawi’s ratification of the African Union Convention on Cyber Security and Personal Data Protection.
• Intensify multi-stakeholder engagement on inclusive and affordable access to the Internet and mobile services.
• Establish protection mechanisms for victims of digital violations.

Academia
• Provide intellectual leadership and guidance on issues of digital rights and inclusion.
• Conduct research on issues of digital rights and inclusion and emerging technologies such as Artificial Intelligence.
The Information, Communication and Technology (ICT) sector has become a prominent backbone of economic and social activities in Namibia especially since the COVID-19 pandemic hit the country in 2020. However, ICTs have been positioned as a key enabler in key national development strategies, even before the pandemic. The strategies however are yet to translate into a clearly identifiable position that places the country in good standing when key technology indices are measured. As such, there are no clear indications on the urgency in implementing laws or policy related to digitalisation. In isolated cases where such laws and policies are passed, adequate budgetary allocations for implementation is lacking. A case in point is the broadband policy of 2020, one of the first such policies to be passed with an implementation plan targeting, amongst others, to “improve digital literacy” by set dates and with specific budget provisions. However, progress has not been visible to date.

While several policies related to technology are in place, many have become out-dated and inapplicable to the growing ICT sector. The country has not passed laws on cybercrime, data protection and access to information. It also does not have an open data policy or an elaborate position on emerging technologies. ICTs have also not been positioned as a tool to mitigate gender-based violence or to empower women.

Namibia is a Southern African country that shares borders with South Africa, Botswana, Angola, Zambia and Zimbabwe. The country attained independence in 1990 and has a population of 2.5 million. As of 2021, some key ICT data in Namibia include: mobile subscription is 102%; fixed broadband subscription stands at 2.7%, 51% of the population are internet users, 31.2% are active social media users, and there are three Internet Service Providers. Telecommunications provision is dominated by two state parastatals, Telecom Namibia and MTC Namibia. These parastatals contribute to the slow competition in the mobile market. The privately-owned Paratus Telecom is currently a notable competitor while MTN Namibia, licenced since 2014, struggles to attain a limited market share.

Namibia ranks 102nd in the Inclusive Internet Index, where indicators such as relevant content, infrastructure, usage and trust and safety have recorded deterioration during the period under review. The Networked Readiness Index (2021) ranks Namibia’s Technology pillar that measures Access, Content and Future technologies at 30.91 the weakest of all four pillars of the index.

---

7. The Inclusive Internet Index Namibia https://theinclusiveinternet.eiu.com/explore/countries/NA/ (accessed on 27 December 2021)
In addition, the country is ranked 155th in the Global Cybersecurity Index and 135th in the National Cybersecurity Index. Protection of digital services, protection of personal data and cyber incidents responses as indicators all scored 0%. Namibia ranked 100th in the 2021 Digital Quality of life Index where e-security is ranked 102nd, e-infrastructure is ranked 96th and e-government, 90th.

While digitalisation is taking place in Namibia, key challenges related to absence of laws and lack of priority in digital security, and ineffective e-services systems to enhance public access and service delivery, face the country. The absence of readily available data on broadband penetration and lack of a national cohesive digital vision for the country has led to scattered social efforts supporting digital inclusion at national level.

COMPLIANCE WITH REGIONAL AND INTERNATIONAL FRAMEWORKS

Generally, the rule of law and constitutionalism is perceived to be fully observed in Namibia. The country is amongst the ten (10) African countries that have ratified the African Union Convention on Cyber Security and Personal Data Protection also known as the Malabo convention. Ratification of the Convention however has not led to the country complying to the convention's requirement and the country remains without a cyber security or data protection law.

Efforts such as the development of a cyber security strategy have recently surfaced, however, without further actions to the benefit of the citizenry. The said strategy is aimed at discarding proposed legislation such as the Cybercrime Bill (in draft since 2013) and Data Protection Bill. The absence of a comprehensive legal protection framework has exposed the country to high level cyber criminal activities. Presently, Namibia is among the most targeted African countries for cybercrime. In 2021, final consultations for the reviews of the Cybercrime Bill were announced and so far, no further progress has been reported. The bill previously received criticism for warranting unnecessary surveillance amongst the citizenry despite providing for most procedural powers required under the Convention on Cybercrime (Budapest Convention) which includes the provisions for searches, seizures, forfeiture, rectification and erasure as set forth in articles 17 through 23 of the Convention.

15. IT Web (2019)” Cybercrime: Namibia most targeted country in Africa” Available at https://itwebafrica/content/mQwkoq6PA9973r9A
On its part, the Data Protection Bill (been in draft format since 2013) was referred by the Minister of Justice to the law crafting processes claiming it is too broad in application and lacks country contextual issues despite having gone through rounds of public consultations. In its current format, the bill contains internationally observed provisions such as the Rights Data Subjects and obligations of Data controllers and processors. Additionally the draft bill also addresses the issues of transborder flow of personal data while making provisions for setting up a Data Protection Supervisory Authority. However these provisions appear to be generally presented in a template format without connecting how the bill will function under the current technological management functions in the country, such as clearly stipulating the relationship with the regulator or provisions with other existing or drafted laws.

Namibia ratified the Convention on the Rights of the Child and further acceded to articles 2 and 3 of the UN Optional Protocol to the Convention on the Rights of the Child on the Sale of Children, Child Prostitution and Child Pornography. The country has also ratified the African Charter on Human and People’s Rights commonly known as the Maputo Protocol. It is also a party to various other international human rights instruments such as the International Convention on Civil and Political Rights, the Conventional on the Elimination of All forms of Discrimination against Women and the Convention on the Rights of Persons with Disabilities amongst others. To a certain extent, elements of people’s protections, especially those related to children, are reflected in both the Communications Act (2009) and the draft Cybercrime Bill. Without effective implementation of the concerned laws, compliance to these regional and international frameworks remains largely missing.

### IMPACT OF COVID-19 REGULATIONS ON DIGITAL RIGHTS AND INCLUSION

Following the global outbreak of COVID-19, several regulations have been enforced in Namibia. These include the e-learning regulations, then understood as a viable option to provide education under the circumstances. An assessment of the effectiveness of e-learning revealed that it might not have yielded the desired results. In 2021, the Minister of Basic Education reported that 30,000 learners could not be traced within the remote learning environment in 2020, while 3,000 learners were lost to teenage pregnancy. These presented statistics reveal the challenges of remote learning and the ineffectiveness of social distancing to a certain extent.

In reality, E-learning regulations met the actualities on the ground such as high data costs and inaccessibility of ICT handsets necessary to effect education, hence efforts were reported to have not been successful. Other concerted efforts such as financial and technical equipment investment were reported in the education sector. Unfortunately, without supporting regulations such as zero-rating education sites amongst others as advocated to increase uptake and access, remained insignificant.
To widen access to the internet and opportunities, the government could have considered other incentives such as data reduction fees. This could have given credence to Kaisara and Bwalya’s findings that “accessibility challenges in Namibia during COVID-19 were exacerbated by relatively exorbitant data costs, poor network performance and devices that are not user-friendly when accessing online resources.” They questioned the sustainability of e-learning in Namibia against factors such as rural urban digital divide, disability and access to technology as well as gender dynamics surrounding e-learning.

The pandemic regulations related to contact tracing attracted criticism. The concerns are related to data collection as articulated in the report published by ISOC Namibia. The report’s findings point to desperate means by data subjects to protect their personal data being collected without guarantees such as stipulating a period of data retention. In the absence of a data protection law and regulations and the general lack of awareness in digital rights, users' data continues to be retained without the appropriate privacy and data protection regulations even in the context of a public health emergency, in light of the COVID-19 surveillance applications launched by individuals and institutions.

### FREEDOM OF EXPRESSION ONLINE

In 2021, Namibia’s ranking by Reporters Without Borders dropped one position down from 23rd position. Even with this drop, the country remains Africa’s most freest country in press freedom. The drop in ranking has been attributed to complaints and “verbal attacks” reportedly issued by the president’s spokesperson towards journalists and the press. Freedom House also ranked Namibia as a free country, with indicators related to freedom of speech and expression ranking at 90% to 100%.

Freedom House report points that “self-censorship has become common in state media, private media remain critical of the government” and that “the absence of information laws obstructs investigative journalism”. Further, the report also points out that journalists faced impediments during and under the pretext of the COVID-19 crisis.

Namibia remains Africa’s most freest country in press freedom.

---


A case in point in the report indicates the 2020 incident that led to an apology issued by the president’s office after journalists were blocked from attending the opening ceremony of a COVID-19 isolation facility in Windhoek that led to two female journalists filing assault complaints against police over their treatment.

Nonetheless, the COVID-19 regulations criminalising misinformation related to COVID-19 remain in place, despite concerns that they limit freedom of expression. In the meantime myths and misinformation are rampant on social media platforms in particular WhatsApp groups. The Institute for Public Policy and Research (IPPR) fact checking project reported that “Since January 2020 COVID-19-related disinformation has become prevalent on Namibian social media”. It also indicated that the “State of emergency regulations criminalising the spread of COVID-19-related disinformation appear to not have had a deterrent effect on social media users sharing and spreading such content”.

Social media remains a contested space. Many use the platforms to depict injustices in their communities, raise public engagements while seeking accountability from public office bearers. However, in many instances, criticism of those in power, as in the case of the Deputy Chief Justice, leads to heavy-handed condemnation by state institutions. In this case, critics were deemed to be “undermining confidence in the justice system”. Other related and power-handed warnings that can be interpreted as restricting social media engagement and freedom of expression have also been reported from politicians.

---

**PRIVACY, DIGITAL IDS AND SURVEILLANCE**

In 2021, Namibia launched machine-readable digital identity documents36 supposedly facilitating provisions of e-governance and ease of cross border travelling. While the roll out for this project will be gradual, it’s worth monitoring the exclusionary measures37 that Digital IDs have become to be accustomed with in Africa in particular to the elderly and women.

Additionally, mobile telecommunications provider Mobile Telecommunications Company (MTC) announced biometric verification and AI systems38 for its “Know your customer” service solution, with some industry leaders claiming that the operator was only able to implement this after being granted access to Population and Tax registers as part of its temporary mandate39 to implement the COVID-19 Emergency income grant.40 Without Data Protection law and regulations in place, access such as this leaves room for abuse of personal data retention and re-use without authorised consent by data subjects. Altogether the MTC system has received criticism from civil society actors.41 In particular, systems such as theirs have been used “for mass biometric surveillance and political repression, through the tracking, blocking and shutting down of telecommunications and the internet of targeted individuals and groups”.

Additionally, already in 2016, the Namibian police became the first law-enforcement agency in southern Africa to introduce an automated biometric identification system.42 While no complaints have surfaced amongst the public, generally biometric IDs are known for collecting unwarrantedly large information from the public and regular public audits of such systems would be necessary to ensure citizens trust.

**ACCESS TO INFORMATION**

Despite several years of being in the making, Namibia’s Access to Information law43 is yet to be passed. However, in 2021,44 the Ministry of Information and Communication Technology embarked on a country wide public consultative process45 46 47 with support from ISOC Namibia and UNESCO in order to gauge public input on the bill while also raising awareness at grassroots on the importance of access to information.

In September 2021, the Bill was resubmitted to parliament for the third time and is under scrutiny by parliamentarians to seek clarity on the powers of the Independent Information Commissioner and the broad scope of coverage of their mandate. To date the draft law has been rated as “Strong But Reforms Could Make it an African Leader” by the Center for Law and Democracy, who exerts recommendations such as the “No reasons should be required to be provided when making a request for information and more detailed procedures for making requests should be added,” and that “The ATI law should trump secrecy provisions in other laws in case of conflict,” and finally adding that “The current exclusions of key information related to the cabinet and judiciary should be removed.”

To the benefit of the public, the proposed law states that information officers working for public entities can be punished if they provide incorrect, incomplete or misleading information while the law also institutes an appointment of a commissioner and deputy commissioner of information. The latter are also provisions in the Africa Model Law on Access to Information for Africa, which proposes greater inclusion through expert consultations including with Civil Society in Division 2, section 56 that deals with Engagement of Experts (p.47). Once passed, Namibia’s ATI holds prospects to promote digital rights.

Previously, the Access to Information Bill was criticised for the “wide ranging exemptions”, that have the potential to negatively impact on the exercise of digital rights and freedoms if passed into law. These exemptions included information and records on national security, confidentiality of judicial functions and information in possession of some public bodies such as the cabinet and its committees.
Meanwhile, Regulation Proclamation 9 of 2020 of the COVID-19 regulations which created offences and penalties and criminalised misinformation regarding the virus is still in place despite active raging of misinformation through social media. When found guilty, the regulations set a fine not exceeding N$2000 or imprisonment. Only one person was arrested and brought to court as reported in the 2020 Londa report for Namibia.

Namibia’s defamation law is based on the “actio injuriarum” of Roman law. To succeed in a defamation action, a plaintiff must establish that the defendant published a defamatory statement concerning the plaintiff. With the increased usage of social media and individuals publishing strong opinions about prominent individuals and politicians, there has been an increase in defamation cases in Namibian courts.

INTERNET DISRUPTIONS

Internet disruptions are not common in Namibia. However, in 2021, reports surfaced that a 30-minute and later 90-minute internet outages occurred on the 21st and 22nd of July. It was later confirmed that the internet disruption was caused by a damaged undersea cable, West Africa Cable System (WACS).

HATE SPEECH, MISINFORMATION AND CRIMINAL DEFAMATION LAWS

Hate speech continues unabated in Namibia particularly related to race and sexual minorities. After consultations and requests for intervention by a coalition of individuals and civil society in 2021, Namibia’s Ombudsman John Walters informed the media that hate speech is not defined as an offence in Namibia. The request for intervention as noted above highlights the need for the country to consider necessary legal frameworks under which hate speech can be considered. Verbal barrages such as those uttered in parliament by Parliamentarian Jerry Ekandjo are hateful in nature and threatening sexual minorities in the country. These are grounds to undergo legal reform and ensure protection against hate speech especially in the internet era.

Meanwhile, Regulation Proclamation 9 of 2020 of the COVID-19 regulations which created offences and penalties and criminalised misinformation regarding the virus is still in place despite active raging of misinformation through social media. When found guilty, the regulations set a fine not exceeding N$2000 or imprisonment. Only one person was arrested and brought to court as reported in the 2020 Londa report for Namibia.

63. Actio Injuriarum is committed when a person, without justification, intentionally affronts another’s dignity or invades that other’s privacy - Zimbabwe Legal Information Institute “Chapter 3: Defamation and other Actions under Actio Injuriarum” http://old.zimlii.org/content/chapter-3-defamation-and-other-actions-under-actio-injuriarum (accessed on 25 February 2022)
Some of the prominent cases to date include:

- **In March 2021** prominent lawyer, businessman and Chairperson of the Namibia Premier League (NPL) sued a certain club owner for defamation of character after the latter accused the businessman of having paid bribes; and acted corruptly or unlawfully in his business dealings, through remarks made in a WhatsApp group.

- **In March 2021**, socialite, Betty Davids won a court case against the spokesperson of the Independent Patriots for Change political party Immanuel Nashinge who made defamatory remarks against her. She sued him for defamation of character.

- **In April 2021**, the first lady Monica Geingos filed a defamation lawsuit against Abed Hishoono, a mobiliser for the Independent Patriots for Change political party. The case went for mediation. It involved an audio recording that was widely circulated via social media making false statements claiming amongst others that Geingos had a business interest in the company Westair Aviation through which she was clandestinely involved in the collapse of Air Namibia.

- **In July 2021**, an Ex-MP sued a constituent member over Facebook slander posted by the constituent member on their social media page about how the Ex-MP was an untrustworthy politician who puts himself first over his constituent.

---


DIGITAL EXCLUSION IN NAMIBIA AND ITS IMPACT ON HUMAN RIGHTS

Namibia has made remarkable progress with an ever-narrowing gender digital divide in Africa. However, the country’s digital divide largely exists in the majority of rural areas. Unemployment is rife and youth employment is expected to reach 50.30% by the end of 2021.69 The slow broadband adoption and the cost of ICT gadgets are amongst the biggest factors that are contributing to digital exclusion in Namibia. The 2020 assessment by the Alliance for Affordable Internet (A4AI) reported that 1 gig of Data in Namibia cost 6.62 USD, an equivalent of 1.99% a per capita average household income.70 While digital transformation (characterised by increased accessibility of services through digital means such as e-learning, e-finance, e-accessibility of municipalities) has been fast-tracked during COVID-19, and poised to be a changemaker, the pace of adoption remains largely laggard. Some of the reasons for the current circumstances include ICTs skills shortages. Namibia’s ICT in Education policy is still under review and ICT skills courses are primarily optional in the mainstream education sector and the extent of inclusivity towards learners with disabilities and gender inclusivity unknown.

DIGITAL INFRASTRUCTURE AND PRIORITISATION OF ICTS

The value of the Information and communication technology (ICTs) sector is undetermined in Namibia. Experts point out that the sector’s contribution to the national economy is significantly low as compared to sectors such as tourism, mining and agriculture.71 The Ministry of ICT has, in the past, indicated its challenge in developing the sector. It cited that its ICT Development directorate does not get adequate budget allocations for its infrastructure and policy development component. The country’s telecommunications infrastructure development depends on operators’ investments and this continues with the network upgrading.72 73 74 75

Hence, As of 2021, mobile broadband coverage stood at 37.7% for 4G coverage countrywide. This is despite partnerships in fibre optics and linkages to several undersea cables.77

Regarding data infrastructure, since 2015 the government of Namibia has been receiving technical assistance from the government of Estonia to develop and implement an e-Government interoperability system. This is aimed at promoting e-governance solutions.
Despite a strategy for e-government in place, the success of e-government Namibia is still limited. Issues of interoperability remain a challenge for data re-use and effective service delivery.

Infrastructure sharing is Namibia’s biggest challenge to date with operators fighting against infrastructure sharing. This development has dominated the majority of technology news in 2021. The squabbles referred to above, are based on profit interest and contradicts regulatory provisions for infrastructure sharing as gazetted by parliament in 2016. Nonetheless the industry infighting against infrastructure sharing, continued despite evidence that such sharing can only be of benefit to customers, through availing them options and offering competitive prices especially given the limited number of players in the market.

President Hage Geingob’s appointment of a 4IR Task Force mandated to assess the country’s prospect of the fourth Industrial revolution in the country, has been seen as the only political statement the country has ever made towards positioning technology as the next frontier of development to date.

**ARTIFICIAL INTELLIGENCE NATIONAL STRATEGY**

The topic of artificial intelligence is gaining momentum among individuals and the academia. However, the country has not yet adopted a national position or national strategy on AI. Similarly, Namibia does not yet have any policy proposition with regards to 5G.
However, in October 2021, the communications regulator (CRAN) invited an expert from Intel\textsuperscript{90} to engage on 5G and artificial intelligence to its stakeholders Spectrum harmonisation engagement that was aimed at supporting the implementation of 5G, Wi-Fi 6E and WiGig. Additionally, the Regulator and the Ministry of Environment were tasked by the cabinet to carry out an environmental assessment on the impact of 5G.\textsuperscript{91} The results of this study have not yet been released to the public. In light of this policy gap, however, allegations of corruption regarding deployment of a 5G network between the City of Windhoek and Chinese Technology company Huawei were reported in the media in 2020.\textsuperscript{92} The negative media reports resulted in public scrutiny and plans to implement the project being opposed.\textsuperscript{93} The old City of Windhoek Council was divided as to how implementation continues and to what extent thereof.

**GENDER AND ICT**

Currently, Namibia does not have a policy position on the prospect of ICT and its positive prospects towards gender. This is despite isolated calls\textsuperscript{94} for the country to position itself in this regard. A 2020 Women Rights Online report\textsuperscript{95} by the Internet Society Namibia chapter, reveals that only 47% of Namibian women have access to the internet and that the country has no national policy - including the Gender Policy, nor does it recognise ICTs as a tool for - fighting gender inequality. Further the report indicates that there are no clear set targets for using ICTs to empower women. Overall, no ICT sex-disaggregated data is collected regularly to inform policy or gender interventions at all levels.

Given these shortcomings, gender-based violence online\textsuperscript{96,97} that is manifesting via various forms have become a common occurrence in Namibia. An in-depth report by the Internet Society\textsuperscript{100} indicates a worrying trend of violence targeting female journalists, female politicians as well as women in prominent positions. In response, suggestions have been brought forth, seeking for instance the upcoming digital related laws in particular the Data Protection law, to be used to protect women.\textsuperscript{101}
CONCLUSION

Namibia continues to actively pursue greater inclusion in technological development. This is evidenced amongst others by the appointment of a Presidential Taskforce on 4IR. The hope is that this will lead to the harmonisation of different structures of society through technological development by setting one common digital goal for the country.

In regards to infrastructure, the lack of a dedicated capital budget for ICT infrastructure development has presented eminent challenges within the sector that can only be solved through the Implementation of both the special purpose infrastructure vehicle and infrastructure sharing regulations as laid out by the Harambee Prosperity Plan II.102

An emerging matter from 2021, is the inaction in passing and implementing the laws on access to information, cybercrime and data protection. The enactment of these laws holds greater value toward digital inclusion for Internet users in the country. A particular case here is the contact tracing during COVID-19 that has proven to have put personal data at risk in Namibia given the absence of guidelines on data retention. Evidence from this research further reveals that COVID-19 regulations on e-learning have proven to have caused further disparities within the education system, and brought into question gender dynamics surrounding e-learning as well as factors such as the rural-urban digital divide, issues of disability as well as access to technology. Significant investments reported in the e-education sector must be guided to deliver total inclusion.

The introduction of Digital IDs is a development worth monitoring given examples from the region and beyond showing exclusionary components for certain members of societies. Further, the implementation of SIM registration, if not handled well, holds the potential for mistrust and public censorship. The much-awaited national digital strategy could provide a clear solution to the country’s long lingering challenges with the implementation of the Universal Access and Service Fund amongst others.
RECOMMENDATIONS

In dealing with the country’s challenges and to fully realise digital rights and inclusion for the benefit of the citizens, the following recommendations are put forward:

The government is urged to consider the following recommendations:

- Explore liberal spectrum licensing frameworks and pursue unconventional licensing of TV whitespace to increase greater connectivity.

- Take bolder steps to operationalise the Universal Access and Service Fund to ensure accessibility for unconnected and marginalised communities such as women, the rural communities and the disabled access to Internet service.

- Consider a dedicated fiscal budget towards ICT infrastructure development to realise full national digitalisation.

- Engage through a multi-stakeholder model in regards to its official position on 5G including the development of related policy as well as other emerging technologies such as Artificial Intelligence.

- Set clear timelines in regards to the future of COVID-19 regulations on misinformation.

Parliament should:

- Pass the Data Protection and Cybercrime bills without further delays and should guarantee protection of digital rights in this regard.

- Pass the Access to Information law, to demonstrate transparency, prioritise service delivery and ensure trust in connectivity.

Civil society is urged to:

- Raise awareness on social ills stemming from online such as Online Violence targeting vulnerable groups in society.

- Actively engage government and agencies on emerging technological impact on society such as simplifying effects and challenges of Digital IDs.

- Monitor the impact on the citizens by regulations such as compulsory SIM registrations.
• Raise awareness on developments such as artificial intelligence and its potential impact on society.

• Raise awareness on meaningful engagements online to avoid defaming others.

• Raise awareness on digital rights and inclusion.

**Academia is urged to:**

• Constantly engage in public awareness activities sharing scientific knowledge on issues such as misinformation, gender and ICT as well as artificial intelligence.

• Produce scientific knowledge as compelling evidence for the law-making and implementing purposes.

“The government is to consider a dedicated fiscal budget towards ICT infrastructure development to realise full national digitalisation.”
This report focuses on the state of digital rights and inclusion in Nigeria in the year 2021, a country in West Africa with a diverse geography and people. The introduction provides a brief context into Nigeria's population and geography. The report further breaks down the state of digital rights and inclusion into five sub-themes. The first part analyses digital infrastructure and prioritisation of ICT, it breaks down the rate of internet penetration in the country and the next steps the government proposes to take in terms of penetration. The second theme addresses freedom of expression on the Internet and major events that were significant to it. One of such events was the suspension of Twitter. The third theme privacy, digital identity and surveillance analyses national policies and national budgeting that significantly affects the theme in question. The fourth theme was internet disruptions which highlight the network disruptions that were undertaken due to the security situation of the country. The final theme is Artificial Intelligence in Nigeria. As the first African country to establish a National Centre for Artificial Intelligence and Robotics it was important to spotlight this and the approach needed to be taken in terms of Artificial intelligence on the continent. The recommendations, amongst others, note that there is a need for a cost-benefit analysis of the cost of internet shutdowns by governments before undertaking it. Another recommendation identified the need for a comprehensive legislative framework for personal data protection in Nigeria, as well as the necessity for coordination between the government, experts, and relevant parties in enacting such legislation.
In June 2020, the country unveiled the National Digital Economy Policy and Strategy, to “transform Nigeria into a leading digital economy providing quality life and digital economies for all,” and is expected to be implemented in ten years through eight action points or pillars. The third pillar of the policy is the aim for "Solid Infrastructure" which will allow for “deployment of fixed and mobile infrastructure to deepen broadband penetration in the
The number of mobile connections in Nigeria increased by 17 million (+10%) between January 2020 and January 2021. Resultantly or perhaps due to the impact of Covid-19 and the fast-growing pace of the world today, Nigeria saw an increase in mobile and internet penetration in the year 2021. Data Reportal\(^6\) highlighted 104.4 million internet users in Nigeria as at January 2021 and 187.9 million mobile connections. They further reported that the number of internet users in Nigeria increased by 19 million (+22%) between 2020 and 2021 while the number of mobile connections in Nigeria increased by 17 million (+10%) between January 2020 and January 2021. In terms of percentages related to internet penetration, these numbers came at 50.0% in January 2021 and mobile connection at about 90.0% of the total population. By December 2021, the National Communications Commission reported 195 million mobile subscribers\(^7\) all suggesting that Nigeria is becoming increasingly connected – a level of connectivity that increases access and digital inclusion that allows more people to benefit from technology. There have been “significant correlations” between internet adoption and increases in GDP, living standards, and access to education and financial services.\(^8\)

The country is set to increase its mobile market penetration after issuing a 5G license to two mobile operators, namely MTN Group Ltd.\(^9\), paving the way for the continent’s largest wireless carrier supplying faster internet to consumers and businesses. MTN is the West African country’s biggest wireless operator.\(^10\) The country approved its Nation 5G policy\(^11\) in September 2021 where the Minister of Communications, Isa Pantami, stated that Nigeria aims to deploy 5G over major urban areas of the country and become Africa’s biggest network for the spectrum by 2025. “This technology will go a long way in supporting our security institutions, who will leverage it and ensure that we are all secure,” he said.\(^12\)
FREEDOM OF EXPRESSION

Section 3913 of the 1999 Constitution, Federal Republic of Nigeria, provides that “every person shall be entitled to freedom of expression, including freedom to hold opinions and to receive and impart information without interference.” This is in line with regional frameworks on freedom of expression.14 Although freedom of expression is a right, it has seen a steady decline in Nigeria since the passing of the Cybercrimes Act in 2015,15 with rights violations ranging from media sanctions16 to arrests of journalists and comedians.17 The country further saw an emergence of legislative attempts at the clampdown of free expression.18 This trend did not see a decline in the country in the year under review, as a Nigerian news website was blocked from access to the public.19 On June 5th 2021, the Federal Government of Nigeria announced the suspension of Twitter services20 in the country. The suspension21 was announced by the country’s Minister of Information and Culture, Alhaji Lai Mohammed who claimed the ban came because of the persistent use of the platform for activities capable of undermining Nigeria’s corporate existence.

The Minister stated the Federal Government had also directed the National Broadcasting Commission (NBC) to immediately commence the licensing process of all social media operations in Nigeria. The suspension of Twitter in the country violated the rights to freedom of association, the right to freedom of expression, amongst others, and had economic impact according to a tool22 developed by the monitoring organization, NetBlocks, to calculate the economic impact of internet disruptions, mobile data blackouts or app restrictions.

15. CYBERCRIMES (PROHIBITION, PREVENTION, ETC) ACT 2015
20. An american microblogging and social networking site
22. https://netblocks.org/cost/
Many Nigerians who used Twitter to promote their businesses lost revenue. The effects however go beyond economic losses as the right to access to information had been affected as well. Before the indefinite suspension of the platform, the Nigeria Centre for Disease Control (NCDC) tweeted daily updates on the number of new cases, deaths and more, and it seemed to be the most preferred and reliable source of such information.

Several organizations filed lawsuits against the government over the suspension, and against telecommunications companies that enforced it; these matters were filed in both local and regional courts, specifically under the ECOWAS court. At the time of writing, none of the cases had received a judgment and a pronouncement as to the legality, or otherwise of the suspension. The suspension was eventually lifted after 7 months, after Twitter agreed to several demands of the government, as stated in a statement by the Federal Government.

Some of the demands include the need for Twitter to set up an office in the country, pay taxes, appoint a representative and “act with a respectful acknowledgment of Nigerian laws and the national culture and history.”

The agreement, though not documented, poses human rights concerns, as it was reached without civil society oversight or contribution.

23. Some of those organizations include Paradigm Initiative, Socio-Economic Rights and Accountability Project (SERAP), Media Rights Agenda, Enough is Enough Nigeria, Premium Times Centre For Investigative Journalism International Press Centre, Tap Initiative For Citizens Development

PRIVACY, DIGITAL IDS AND SURVEILLANCE

Nigeria’s National Identity Management Commission (NIMC) operates a national identity database where digital identities are issued to everyone in the form of a national identity number (NIN). In December 2020, the Nigerian government released a statement mandating all Nigerians to not just obtain their National Identification Number (NIN) but to further link the NIN to Subscriber Identification Module (SIM) card numbers or else the use of unregistered phone numbers would be blocked. Predictably, there was an outpouring of Nigerians all over the country attempting to get their NIN before the deadline, at the end of 2020.

The directive caused a massive uproar amongst Nigerians because it was issued at the height of the COVID-19 pandemic. Since then, the deadline has been pushed back thrice to the end of 2021. The SIM card has become a crucial component for citizens to access many services supplied by telecommunications service providers, so the prospect of restricting access to the SIM card caused major concerns related to access.

As Nigerians continued to struggle with this, the Federal Government developed a revised version of the National Digital Identity Policy for SIM Card Registration that initiated the process requiring every SIM to be linked to the NIN in May 2021. The Federal Ministry of Communications and Digital Economy, in that policy, required the agency in charge “to register and capture the International Mobile Equipment Identity (IMEI) of all mobile
phones and other smart devices”²⁹ to a Centralized Equipment Identity Register (CEIR), otherwise known as Device Management System (DMS), managed by the National Communications Commission (NCC). Some of the reasons given for the Ministry’s action include: curtailing the counterfeit mobile phone market, discouraging mobile phone theft, enhancing national security, protecting consumer interest, increasing revenue generation for the government, reducing kidnapping rates, mitigating the use of stolen phones to commit crime, and facilitating the blocking or tracing of stolen mobile phones and other smart devices. By incorporating IMEI data, they may be able to obtain real-time location data on everyone. Shortly afterwards, an uproar ensued where the Nigerian government responded with a statement saying it is not mandating the submission of IMEI numbers however noting that “the system will capture IMEI automatically without any requirement for subscribers to submit the same.”³⁰

The government is the biggest processor of data in the country, through its agencies such as the Immigration Service, Federal Road Safety Corps, National Youth Service Corps and the Central Bank, which initiated a Bank Verification Number system. All these agencies collect biometric data.

Despite all the data being processed, Nigeria does not yet have comprehensive data protection legislation, raising concerns about privacy rights and leaving Nigerians at the mercy of redress in the event of breach. Laws that exist on data protection are sector-specific.

A draft bill was tabled and reviewed by stakeholders in 2020 with hopes of reaching the National Assembly in 2021. However, the Federal Government has again called for consultations,³¹ despite the government’s legitimate concerns and obligations to maintain public order and national security of its population. Nevertheless, any measure restricting freedom of expression or association to attain such goals must be proportional, legal, strictly necessary and reasonable to achieve a legitimate goal.

The Nigeria Data Protection Regulation (NDPR) seeking to fill the gap ahead of a potential legislation has not proved effective in the probing of personal data breaches by government agencies. A lot of effort seems to have been put into the data processing nature of the private sector. In the year under review, the National Information Technology Development Agency (NITDA), the agency that authored and is the self-appointed enforcer of the NDPR, issued its first fine³² against a loan company. The private sector is not exempt from data breaches. Many loan companies have been known to process user data so that in case of non-payment they can send threatening messages to the user’s contacts, revealing sensitive personal data.³³

The lack of a federal law on data protection seems to have led individual states to attempt passing their own laws on the subject. By October 2021, Lagos State³⁴ had its own data protection bill that had passed second reading.

The Nigerian government has never publicly acknowledged its surveillance capabilities, but in August 2019, it passed and signed the Federal Mutual Assistance in Criminal Matters Bill into law, allowing it to conduct surveillance on citizens on behalf of foreign countries conducting criminal investigations.

The shutdown caused people to lose access to information about their loved ones, and connectivity, for weeks. Despite the government’s legitimate concerns and obligations to maintain public order and national security for its population, any measure restricting the Internet in order to attain such goals must be proportional, legal, strictly necessary and reasonable to achieve a legitimate goal. The Universal Declaration of Human Rights and the International Covenant on Civil and Political Rights are the main structures to consider when using the three-step test based on legality, legitimacy, and proportionality of government acts. They can work together to reduce the number of internet disruptions.

INTERNET DISRUPTIONS

Across the world, the Internet has become a tool that cannot do without empowering states and individuals with facts and figures, information, and knowledge for personal, social and economic development. Yet, according to a study, deliberate internet shutdowns by governments throughout the world are becoming increasingly common and sophisticated. In 2021, five states across Nigeria shut down the Internet at different points. Sources reported that the decision was “to enable relevant security agencies to carry out required activities towards addressing the security challenges in the state.” The northern region of Nigeria has suffered various forms of insurgency and insecurity due to an extremist group called Boko Haram since 2009. Although many governments have tried to contain the menace, there has been none that has been completely successful. This conflict has left many within the region displaced and impoverished. Among those states is Zamfara, which was, according to the National Bureau of Statistics (NBS), reported to have 2,177,431 active subscribers from 2,337,893 connected lines, while internet users are around 1.59 million.

The lack of a federal law on data protection seems to have led individual states to attempt passing their own laws on the subject.

37. https://jigsaw.google.com/the-current/shutdown/
ARTIFICIAL INTELLIGENCE

Nigeria is the first African country to establish a National Centre for Artificial Intelligence and Robotics (NCAIR), as well as specific government entities encouraging a knowledge-based economy and AI research and development. AI-based technologies are gradually becoming part of the global debate and increasingly incorporated into the daily lives of many Nigerians, and it is thus important to think about how they affect Nigerians' fundamental rights. These concerns must begin with the initial design and continue through to the final implementation, as there are various ways in which AI might either help or hurt the human rights of Nigerians. For economic, health, educational, legal, and even cultural endeavors, Nigeria has become more reliant on digital technologies and networks. For instance, in the year under review, some judges in virtual court sessions had to rely on speech-to-text transcription.40

The government’s policy focus toward the promotion of science and technology is outlined in Section 18 (2) of the Nigerian Constitution. Many governments’ policy objectives, both regional and global, include AI as one of their top goals because various state programmes emphasise the use of AI applications for development and economic progress. Nigeria has shown its willingness to establish a framework for AI research, development, application, coordination, and regulation as a weapon in Nigeria’s transformation goal, which includes job creation, economic growth, and governance transparency, among other things. Nigeria has a long way to go in terms of Artificial Intelligence and other modern technologies affecting the global economy but with the correct government policies in place, and if they are implemented, significant progress can be made.

RECOMMENDATIONS

• Nigeria, with a median age of 18 years and a high unemployment rate, is in need of a drastic increase in technology upskilling and reskilling initiatives within the workforce, to leverage the potential of the fourth industrial revolution and to sustain the nation’s labour market.

• Government must respect the right to freedom of expression forming the foundation of most democracies.

• Nigeria must pass data protection legislation and establish an independent Data Protection Authority that is able to call government agencies and private actors with personal data access to order.

• Governments should identify best practices to solve issues at their source, prioritising alternatives to internet shutdowns. Sharing experiences across and within various countries could lead to solutions that do not rely on access constraints.

• Governments should do a cost-benefit analysis of the cost of internet shutdowns. Network outages stifle productivity, undermine business confidence, and jeopardise both short- and long-term financial commitments. Individuals should learn more about how to circumvent network disruptions through tools like VPNs, as well as interact with the law and ensure that rights are upheld.

• Nigeria needs a national AI policy that prioritises adherence to Nigeria’s democratic ideals, complying to the country’s constitutional principles, and assisting the Nigerian people in meeting their socioeconomic demands. The policy should uphold algorithmic accountability, data security, the explainability of machine-learning decision-making, and the protection of citizens’ human rights against infringement.

• Civil society organisations, along with other stakeholders, must continue to monitor the consequences of digital rights violations and play a key role in pressuring governments to be more accountable and transparent.
RWANDA

The report assesses the state of digital rights and inclusion in 2021 through an analysis of primary and secondary data on Rwanda. The report analyses the country’s performance on various themes such as online freedom of expression, surveillance, digital inclusion, and compliance with international frameworks. It also highlights key achievements, challenges and provides recommendations.

The enactment of legislation on data protection and privacy was a major development in 2021. The digital acceleration project is expected to boost inclusion as it will target more women and contribute to various areas such as digital literacy and entrepreneurship. Students resumed their studies after the government eased the COVID-19 restrictions. However, remote learning was marred by various difficulties.

Despite positive developments, the report notes a worrying trend on online freedom of expression manifested in prosecutions of a number of content producers that human rights and media watch bodies have condemned. The report reveals that some provisions of the law that are used to prosecute content creators do not meet international human rights standards, as many human rights bodies affirm.

Lastly, the study proposes recommendations including legal reforms; transparency on surveillance practices; and acceleration of existing programmes to tackle digital gaps such as digital illiteracy among others. The COVID-19 pandemic has demonstrated that digital technologies play an important role and authorities should address violations and challenges to advance digital rights and digital inclusion.
Rwanda is a landlocked country in East Africa with a population of approximately 12.6 million people. The capital city, Kigali plays both administrative and economic roles, and is continuously growing with smart technology services such as cashless transportation and rapid urbanisation that have shaped the city over the past two decades.

In 2021 the East African country continued to fight the COVID-19 pandemic and its efforts were boosted by the vaccination uptake that is among the highest in Africa. Rwanda is considered to be politically stable and is known for its gender inclusive policy in governance and fast-growing social-economic transformation in Africa. The government led by President Paul Kagame has received global praise and financial support from donors and international financial institutions over the past two decades for its development model. Since the 1994 genocide against Tutsis, the political landscape has been dominated by the ruling Rwanda Patriotic Front (RPF). There are other small political parties allies mainly in what is known as the National Consultative Forum of Political Organizations.

---

Although President Kagame is often praised for turning Rwanda into a remarkable development model, his leadership style is often criticised by human rights organisations and the opposition for the poor human rights record, silencing of critics and the media, weakening the civil society, and the government’s pervasive surveillance practices.⁶

The Ministry of ICT and Innovation coordinates ICT policies.⁷ There is a regulatory authority, the Rwanda Utilities Regulatory Authority (RURA), which was created by Law n° 39/2001 of 13th September 2001.⁸ The mandate of RURA is to regulate certain public utilities including telecommunications services. This law was reviewed and replaced by Law N. 09/2013 of 01/03/2013, giving RURA the mandate to regulate telecommunications, information technology, broadcasting and converging electronic technologies, including the Internet and any other audio-visual information and communication technology.⁹ Additionally, the Rwanda Information Society Authority, an agency affiliated to the Ministry of ICT helps the government in digitisation.¹⁰

Data from RURA shows that as of 30 September 2021, mobile subscriptions were at about 11.5 million, which is nearly the whole population, but some users own more than one mobile phone.¹¹ Fixed subscription was at 11,657.¹² Mobile penetration stood at 85.16% while fixed subscription was at 0.1%. Internet subscription was 8,552,221 which means that 66 out of 100 inhabitants subscribed to the Internet. However, data published in the Digital 2021 Rwanda report shows that as of January 2021 Internet penetration was at 31.4% lower than the government’s agency penetration rate.¹³

As of September 2020, Rwanda’s telecommunication market is composed of two mobile network operators, 24 Internet Service providers (ISPs), one 4G wholesaler and network provider, two network facility providers, and one capacity reseller. The major telecom operators are MTN-Rwanda and Airtel.¹⁴

---

Rwanda ratified the African Union Convention on Cyber Security and Personal Data Protection (the AU Convention) in 2019. This is a major development that culminated in the enactment of a data protection and privacy legislation. While the new legislation is a positive development, critics noted that it lacks safeguards for freedom of expression and information. According to Article 19 Eastern Africa, the draft bill would undermine traditional and digital media outlets who serve the public interests, because they would not be able to access certain information. The law does not give them a public interest exception, meaning the media would face criminal and civil sanctions for using some information. This is against article 17 and 19 of the International Covenant on Civil and Political Rights (ICCPR) that promote freedom of expression, rights to information and media freedom. The lack of “independence” of the institution in charge of the law implementation is also another challenge. The National Cybersecurity Authority, a public agency that coordinates cybersecurity functions will oversee the implementation of the law. However, the body lacks the appropriate mandate and powers to supervise the new law which can hinder its efforts to protect the rights to privacy. Rwanda is one of few African jurisdictions that enacted the data protection legislation without creating a separate data protection authority.

Law No. 058/2021 of 13 October 2021 Relating to the Protection of Personal Data and Privacy was published on 15 October 2021, in the Rwanda Official Gazette, a major development in 2021. The law establishes among other obligations: maintaining records, personal data processed, the designation of Data Protection Officer, and carrying out data protection impact assessment. It also provides a two-year grace period before implementation.

While the new legislation is a positive development, critics noted that it lacks safeguards for freedom of expression and information. According to Article 19 Eastern Africa, the draft bill would undermine traditional and digital media outlets who serve the public interests, because they would not be able to access certain information. The law does not give them a public interest exception, meaning the media would face criminal and civil sanctions for using some information. This is against article 17 and 19 of the International Covenant on Civil and Political Rights (ICCPR) that promote freedom of expression, rights to information and media freedom. The lack of “independence” of the institution in charge of the law implementation is also another challenge. The National Cybersecurity Authority, a public agency that coordinates cybersecurity functions will oversee the implementation of the law. However, the body lacks the appropriate mandate and powers to supervise the new law which can hinder its efforts to protect the rights to privacy. Rwanda is one of few African jurisdictions that enacted the data protection legislation without creating a separate data protection authority.

---

19. Article 19 ‘Rwanda: Draft Data Protection Bill must incorporate freedom of expression and information safeguards’
20. Article 19 Eastern Africa, ‘’Rwanda: Draft Data Protection Bill must incorporate freedom of expression and information safeguards’ (2021),
21. Lexology, ‘Key features of the new Rwandan data protection law’ (2021),
Rwanda ratified the International Covenant on Civil and Political Rights (ICCPR) in 1975 and Second Optional Protocol to the International Covenants on Civil and Political Rights aiming to the abolition of death penalty. ICCPR promotes various human rights and signatories states agreed to respect 53 articles in the covenant. In October 2021 Human Rights watch documented intensification of crackdown on opposition and media. This was manifested in the arrest of nine people linked to an unregistered opposition party including a journalist in October and the prosecution of online commentators that use youtube channels.

The 2019 Declaration of Principles on Freedom of Expression and Access to Information in Africa (the ACHPR 2019 Declaration) establishes principles that promote freedom of expression and Access to Information. Principle 16(1) on media self-regulation states that “States shall encourage media self-regulation which shall be impartial, expeditious, cost-effective, and promote high standards in the media”. In the past media watch bodies have criticised authorities for weakening Rwanda’s media-self regulation body and hindering its work. This hindered media freedom in the country.

The Declaration’s principle 26 says the right to access to information shall be guaranteed by law. Rwanda enacted the law relating to access to information in 2013. A media development report released by Rwanda Governance Board, a government affiliated institution, in 2021 ranked the country’s media sector performance at 80.6% saying the media was doing well. The same study states that the media scored 77.8% on access to information. The high score means that the right to information is entrenched in the country. However, another report released in late 2020 that documented the state of access to information in Rwanda revealed a culture of secrecy, increasing denial of information.

Rwanda ratified the International Covenant on Civil and Political Rights (ICCPR) in 1975 and Second Optional Protocol to the International Covenants on Civil and Political Rights aiming to the abolition of death penalty. ICCPR promotes various human rights and signatories states agreed to respect 53 articles in the covenant. In October 2021 Human Rights watch documented intensification of crackdown on opposition and media. This was manifested in the arrest of nine people linked to an unregistered opposition party including a journalist in October and the prosecution of online commentators that use youtube channels.

The 2019 Declaration of Principles on Freedom of Expression and Access to Information in Africa (the ACHPR 2019 Declaration) establishes principles that promote freedom of expression and Access to Information. Principle 16(1) on media self-regulation states that “States shall encourage media self-regulation which shall be impartial, expeditious, cost-effective, and promote high standards in the media”. In the past media watch bodies have criticised authorities for weakening Rwanda’s media-self regulation body and hindering its work. This hindered media freedom in the country.

The lack of “independence” of the institution in charge of the law implementation is also another challenge.
IMPACT OF COVID-19 REGULATIONS ON DIGITAL RIGHTS AND INCLUSION

The Global pandemic and relevant regulations affected the general life in the country. This led to the hindrance of digital rights and inclusion.

Education was a main sector badly affected as schools were closed and ordered to adopt remote learning that was difficult for many. Online Freedom of expression was marked by the arrests and prosecutions of commentators.

Education is one of sectors that have been severely impacted by the COVID-19 regulations. After lockdowns, schools were closed and re-opened several times to prevent the spread of the virus. Education authorities encouraged schools to resort to remote learning using the Internet, radio and TV. Amidst lockdown the ministry of education announced programs that would allow students to pursue their studies remotely. Affordability of digital devices such as laptops and smartphones and high Internet cost was the main challenge. One college principal elaborated that “a big number of students or parents do not have laptops or smartphones, and most of them cannot access assignments that teachers have been sending through WhatsApp groups since the COVID-19 closure.”

In August 2021, the Ministry of Education ordered all learning institutions to repeat all courses that were taught remotely during the lockdown. Some educationists supported the directive and said it could help to contain rising inequalities in education.

All learning institutions re-opened on 2 August 2021 for the third term after the government lifted the 15-day lockdown in Kigali and other eight districts.\(^{35}\) The repeat of lessons taught remotely highlights ICT gaps in learning institutions despite efforts to promote smart learning. The Higher Education Council audits exposed a lack of ICT tools, Internet connectivity challenges and digital skills gap among lecturers and learners.\(^{36}\)

According to a report released by UNESCO, the impact of the COVID-19 pandemic on education systems has made it challenging for special education teachers to ensure equal learning for students with disabilities. As of 2019 about 1% (17,193) of children enrolled in primary schools had a disability.\(^{37}\) As a response to COVID-19 impact on education of people with disability, most of the support was given to teachers and students at special schools and resources centres for people with intellectual disability for remote learning, however, inclusive schools received relatively little attention and assistance.\(^{38}\) According to a UNESCO study, inclusive schools continued to use materials they had before the pandemic.\(^{39}\) Rwanda ratified the Convention on the Rights of People with Disability and its Optional Protocol in 2008.\(^{40}\)

**FREEDOM OF EXPRESSION ONLINE**

Online conversation is dominated by pro-government views and any criticism is met with trolling by government supporters, while other users exercise self-censorship to avoid trouble or being labelled “enemies of the country”. According to Freedom House, in 2021, Rwanda ranked as not free. “Pro government accounts also mobilise to retweets and post positive comments in response to President Kagame’s tweets, to project an image of widespread support.”.\(^{41}\) The so-called “Twitter Army” consistently attacks and discredits individuals and media houses that criticise the government.\(^{42}\)

The intolerance of online divergent views and other forms of silencing critics on social media platforms are against principle 5 of the 2019 ACHPR Declaration which says:

*The exercise of the rights to freedom of expression and access to information shall be protected from interference both online and offline, and States shall interpret and implement the protection of these rights in this Declaration and other relevant international standards accordingly.*\(^{43}\)

Meanwhile, online content producers who post content on Youtube are arrested or subjected to other actions that appear to silence them. The government often accuses them of genocide denial, genocide ideology and rumours. In 2020 most of the arrests of YouTubers were linked to violations of COVID-19 regulations, while in 2021 the arrests and warnings were linked to the content they produce.
While authorities justify the prosecution of several online commentators as a fight against divisionism, hate speech, genocide ideology in order to prevent acts that led to the 1994 genocide, human rights organisations assert that “current laws and practices go beyond this purpose”, silence critics, debate and divergent opinions on the country’s governance and history.56

RIB spokesperson, Thierry B Murangira warned social media users against using online platforms to spread “hate speech, rumours, or words that can provoke divisionism, cause intimidation and chaos in the public”51. TheonesteNsengimana, an online journalist, was arrested on October 1352. The reporter had aired a video clip announcing an opposition event on his channel. The promo cited various people that were alleged political prisoners and others whose disappearance were allegedly linked to the government.53 The reporter’s Youtube channel, the ‘Umubavu TV’ had planned to host a discussion54. According to the Rwanda Investigation Bureau (RIB), journalist Nsengimana and other people were arrested for “publication of rumours intended to cause uprising or unrest among the population.”55

In March 2021 police arrested Yvonne Idamange for calling for protests against President Kagame’s “dictatorial rule”.46 She faces other charges related to the genocide.47 A popular poet, Innocent Bahati, who posted critical poems on social issues disappeared.48 At the time of publication of this report Mr. Bahati had not been found. Recently, over 100 acclaimed writers signed an open letter urging President Kagame to intervene in the case.49

In October 2021, the Rwanda Investigative Bureau (RIB) arrested Rashid Abdou Hakuzimana, a Youtube content creator who founded Rashid TV. Mr. Hakuzimana was being investigated for allegedly denying and trivializing the genocide.50

In June 2021 Aimable Karasira, a popular YouTuber with over 62,000 subscribers was arrested for alleged genocide denial.44 Authorities said that they had arrested the Youtuber on charges of denying the 1994 Genocide and if found guilty, he could be jailed for more than 10 years.45

In March 2021 police arrested Yvonne Idamange for calling for protests against President Kagame’s “dictatorial rule”.46 She faces other charges related to the genocide.47 A popular poet, Innocent Bahati, who posted critical poems on social issues disappeared.48 At the time of publication of this report Mr. Bahati had not been found. Recently, over 100 acclaimed writers signed an open letter urging President Kagame to intervene in the case.49

In October 2021, the Rwanda Investigative Bureau (RIB) arrested Rashid Abdou Hakuzimana, a Youtube content creator who founded Rashid TV. Mr. Hakuzimana was being investigated for allegedly denying and trivializing the genocide.50

RIB spokesperson, Thierry B Murangira warned social media users against using online platforms to spread “hate speech, rumours, or words that can provoke divisionism, cause intimidation and chaos in the public”.51 TheonesteNsengimana, an online journalist, was arrested on October 1352. The reporter had aired a video clip announcing an opposition event on his channel. The promo cited various people that were alleged political prisoners and others whose disappearance were allegedly linked to the government.53 The reporter’s Youtube channel, the ‘Umubavu TV’ had planned to host a discussion54. According to the Rwanda Investigation Bureau (RIB), journalist Nsengimana and other people were arrested for “publication of rumours intended to cause uprising or unrest among the population.”55

While authorities justify the prosecution of several online commentators as a fight against divisionism, hate speech, genocide ideology in order to prevent acts that led to the 1994 genocide, human rights organisations assert that “current laws and practices go beyond this purpose”, silence critics, debate and divergent opinions on the country’s governance and history.56

The commonly used law to prosecute online content producers who discuss public affairs and genocide issues is Law No 59/2010 of 22/8/2010 on the crime of Genocide Ideology and related crimes. The law on prevention of cybercrimes is also applied to prosecute online content producers as it prohibits publication of “rumours”. The law’s purpose is to prevent and punish cybercrimes. However, some articles are vague and can be misinterpreted. Article 39 on publishing rumours says that “Any person who, knowingly and through a computer or a computer system, publishes rumours that may incite fear, insurrection or violence amongst the population or that may make a person lose their credibility, commits an offence.” Also article 38 on publishing indecent information in electronic form provides that “Any person who publishes, transmits or causes to be published any indecent message using a computer or a computer system, commits an offence.” It is not clear what is “indecent” as it can be a subject of interpretation leading to the misuse of this provision.

ONLINE VIOLENCE AGAINST WOMEN

Since COVID-19 broke out many people shifted their work online and others spent more time on social media than before. This has to an extent increased online against women especially targeting those who are more active in the digital space. A detailed online report documented rising cases of bullying and online harassment against women, noting “they have gone out of hand on many occasions”.

The director of Women at Web Rwanda, an organisation that promotes online participation of women in Rwanda, highlighted that, “with many people joining online spaces and having more time to kill on social networks, online harassment and bullying peaked and on many occasions has gotten out of hand.” A local journalist who experienced cyberbullying as a response to her articles said: “I get harassed and bullied online from the articles I share online. It is very common to be attacked on the way I look instead of people focusing on my work. Sometimes people ask for a picture of the writer and share insulting remarks.”


PRIVACY, DIGITAL IDS AND SURVEILLANCE

Rwanda’s digital ID is increasingly being used to access several public services through Irembo, a government e-portal that is used to request various documents and services.63 The ID is also used for other private sector’s services such as banking, education and access to some institutions’ premises. A recent study on digital IDs in Africa noted that despite the tremendous functional development of Rwanda’s ID system, the institutional and legal framework in its support seems to be weak.64

The digital ID is supported by Law No.14/2008 of 04/6/2008, which governs the registration of the population and issuance of the national identity card, and was amended in 2018.65 Despite the supporting legislation and a relevant ministerial order, the application of the digital identity goes beyond these legislative instruments.66 The adoption of legislation on the use of digital ID in addition to the recent promulgation of data protection and privacy law could strengthen the existing framework.67

LEGALISING SURVEILLANCE

In the past Rwanda has enacted laws that facilitate surveillance and communications interception using security as a justification. Similarly, the country was reported to use highly efficient software in surveillance against critics. Evidence gathered via communication interception are often used in court cases against opposition politicians and activists.68 In 2008 Rwanda enacted the Interception of Communication law (amended in 2013) that allows national security services to apply for issuance of interception warrants to monitor citizens voices and data communication using national security as a justification.69 Warrants are issued by the national prosecutor who is appointed by the justice minister. In urgent security matters, a warrant may be issued verbally, “but the written request shall be completed in a period not exceeding twenty-four hours.” A warrant is valid for three months. Also, article 7 of the interception of communications law as amended in 2013 requires service providers to ensure that their systems “are technically capable of supporting interceptions at all times.”70 The law on communication interception can be abused to violate rights to privacy and target critics as it does not guarantee the independence of the oversight mechanism.

Principle 41(3) of the 2019 ACHPR Declaration provides that states shall ensure any law that authorises targeted communication provides adequate safeguards for the right to privacy. Safeguards include:

- the prior authorisation of an independent and impartial judicial authority;
- due process safeguards;
- specific limitation on the time, manner, place and scope of the surveillance;
- notification of the decision authorising surveillance within a reasonable time of the conclusion of such surveillance;
- proactive transparency on the nature and scope of its use; and
- effective monitoring and regular review by an independent oversight mechanism

The law on communication interception does not limit authorities’ capacity to intercept communications. The legislation does not require them to justify the reason for interference with people’s privacy and also the interception is not proportionate to legitimate aim. 

Amnesty International and other International Media outlets revealed the alleged use of Israel’s NSO Group Technologies surveillance software by the Rwandan government to target activists, journalists and the opposition. According to Amnesty International, Rwandan authorities used the famous spyware to potentially target more than 3,500 activists, journalists and politicians.

Amnesty International noted that evidence uncovered in collaboration with a non-profit media organisation called ‘Forbidden Story’ shows that the spyware was used in the phone of Carine Kanimba, Paul Rusesabagina’s daughter. Mr. Rusebagina is a hero in ‘Hotel Rwanda’ famous movie on Genocide. However, the Rwandan government denied the use of the surveillance software saying surveillance reports were false accusations that "are part of an ongoing smear campaign".

While authorities have denied using spyware to target critics, mass surveillance has been reported before. According to media reports published in 2018, Kigali used Israeli spyware to target dissidents living abroad. This was allegedly done by using a software developed in Israel to hack dissident’s WhatsApp communications.

EFFORTS TO BOOST DIGITAL INFRASTRUCTURE, ACCESS, GENDER GAP AND CHALLENGES

In December 2021, the World Bank provided US$100 million to accelerate the country’s digital transformation. The ‘Digital Acceleration Project’

---


The application of Artificial Intelligence in various areas is growing in the country. AI has been a significant contributor to the health sector. Unmanned aerial vehicles, commonly known as drones, have been utilized for blood delivery to rural hospitals and healthcare facilities. Rwanda also houses the Centre for Fourth Industrial Revolution, which promotes artificial intelligence and other emerging technologies. In July 2021, the country launched a chatbot that provides comprehensive information about COVID-19. Amid the increasing use of AI technologies, there is a need to mitigate the risks and ethical concerns associated with the technology. The Ministry of ICT is developing an AI policy to create a roadmap with objectives that will help the country reap the benefits of AI. The Ministry of ICT and stakeholders in the AI ecosystem have identified priority areas for effective AI policy in Rwanda. These areas include 21st Century skills and high AI literacy, reliable infrastructure and computer capacity, a robust data strategy, trustworthy AI adoption in the public sector, widely beneficial AI adoption in the private sector, and practical ethical guidelines. According to the Digital Transformation Centre, a local organization that promotes collaboration between the public sector, private sector, academia, and civil society, the National AI policy is being developed by the government.

ARTIFICIAL INTELLIGENCE

Artificial Intelligence’s application in various areas is growing in the country. AI has played a big role in the health sector. Unmanned aerial vehicles, commonly known as drones, are being used for blood delivery to rural hospitals and healthcare facilities. Rwanda also hosts the Centre for Fourth Industrial Revolution, which promotes artificial intelligence and other emerging technologies. In July 2021, the country launched a chatbot that provides all relevant information about COVID-19. Amid the increasing use of AI technologies, there is a need to mitigate the risks and ethical concerns associated with the technology. The Ministry of ICT is developing an AI policy to create a roadmap with objectives that will help the country reap the benefits of AI. The Ministry of ICT and stakeholders in the AI ecosystem have identified priority areas for an effective AI policy in Rwanda. These areas include 21st Century skills and high AI literacy, reliable infrastructure and computer capacity, robust data strategy, trustworthy AI adoption in the public sector, widely beneficial AI adoption in the private sector, and practical ethical guidelines. According to the Digital Transformation Centre, a local organization that promotes collaboration between the public sector, private sector, academia, and civil society, the National AI policy is being developed by the government.

TO THE PREVIOUS YEAR

The country has made remarkable progress on compliance with regional frameworks and instruments. In 2021, the country enacted the data protection and privacy law, which is one of the recommendations under the African Union Convention on Cybersecurity and Personal Data Protection. The World Bank financial support is expected to increase access to digital services and skills and contribute to inclusion in the digital economy. The easing of the COVID-19 restrictions, including the reopening of schools, allowed students to pursue their studies after facing challenges with the remote learning programmes.

ANALYSIS OF THE COUNTRY’S PERFORMANCE IN COMPARISON TO THE PREVIOUS YEAR

The country has made remarkable progress on compliance with regional frameworks and instruments. In 2021, the country enacted the data protection and privacy law, which is one of the recommendations under the African Union Convention on Cybersecurity and Personal Data Protection. The World Bank financial support is expected to increase access to digital services and skills and contribute to inclusion in the digital economy. The easing of the COVID-19 restrictions, including the reopening of schools, allowed students to pursue their studies after facing challenges with the remote learning programmes.


82. wanda Biomedical Centre, ‘Rwanda Biomedical Centre launches RBC Mbaza’, (2021), https://rbc.gov.rw/index.php?id=100&tx_news_pi1%5Bnews%5D=615&tx_news_pi1%5Bday%5D=23&tx_news_pi1%5Bmonth%5D=7&tx_news_pi1%5Byear%5D=2021&cHash=8a8c2ed1b2760f2b1c4919614bee0601 (Accessed on 23 February 2022).


CONCLUSION

The state of digital rights and inclusion in 2021 was exacerbated by COVID-19 pandemic. The legislation on data protection and privacy is a positive development. However, online freedom of expression remains a challenge as documented arrests of online content producers show. This has raised concerns that the country’s laws could be abused to prosecute suspects who are often government critics and online commentators. The report also highlighted the low access to internet, digital services in the education sector that led to inequalities, plus low smartphone ownership. It is anticipated that the adopted digital acceleration programme will address some of the digital gaps. The mass surveillance trend is worrisome and infringes on the right to privacy.

“

The state of digital rights and inclusion in 2021 was exacerbated by COVID-19 pandemic.

“
RECOMMENDATIONS

In view of the status of digital rights in Rwanda, the following recommendations are proposed.

The government should:

- Amend laws on genocide ideology and cybercrimes that appear to criminalize free speech, in compliance with international human standards.

- Allow online content producers to produce their content without any interference and any prosecution should be fair and transparent in accordance with international human rights standards.

- Accelerate efforts to address digital skills gap and prioritise programmes such as digital ambassadors to reduce the digital gender gap.

- Be transparent to ensure that rights to privacy of citizens are not violated in any surveillance practice.

- Ensure proper law, procedures and human rights are respected in case of surveillance.

- Ensure legislative protection where there is the increased use of digital IDs to avoid any data privacy violation.

- Support persons with disabilities inclusion in education by increasing interventions in inclusive schools and rehabilitation centres.

- Address ICT use in education challenges by facilitating access to digital devices, affordable internet and increasing digital literacy programmes.

Civil Society organisations and the media should:

- Educate social media users to tolerate divergent opinions.

- Educate the public about Internet freedom, online freedom of expression, respecting other users and refraining from any form of abuse online.
Senegal is a republic dominated by a strong executive branch. Although often cited as an example of democracy in Africa, human rights are often questioned due to certain violations. Among the human rights violations, those cited included the use of torture and arbitrary arrest by security forces, harsh and potentially harmful prison conditions, a lack of independence of the judiciary, the arrest of political opponents, and the restriction of freedom of expression to specific periods.

This report aims to provide an overview of the human rights situation and shortcomings in Senegal since the beginning of the COVID-19 in 2020. Therefore, the report look at the themes of privacy and mass surveillance, and the impacts of COVID-19 on places of deprivation of liberty, or freedom of expression on communication networks in 2021. Key recommendations are also made.
PRIVACY, DIGITAL IDENTITY AND MASS SURVEILLANCE IN SENEGAL

Personal data management has become a serious issue worldwide and legislation has become a relevant tool for the protection of personal data, in particular the right to privacy. Today, personal data is one of the most important assets traded in the private and commercial sectors as well as in the public sector, between law enforcement and surveillance agencies.

Aware of this, Senegal has had a law on personal data since 2008, Law No. 2008-10 of January 25, 2008 on the Information Society Orientation Law (ISOL) [https://www.cdp.sn/textes-legislatifs], one of the few African countries to have adopted such a law. In addition, it should be said that it is one of the first African countries to have signed the Malabo Convention of 2014 (23rd ordinary session of the AU summit) [ibid].

This agreement between member countries aims to strengthen confidence and security in cyberspace in Africa. Indeed, Senegal was the first signatory of this convention, followed by Mauritius in 2018. Massive and individual surveillance as well as tracking techniques are not without flaws, however, despite the monitoring carried out in this area. In this report, it will be appropriate to take stock of privacy, digital identity and mass surveillance in Senegal.

2. IBID
This administrative authority, the Data Protection Commission (DPC), is the guarantor of privacy in the processing of personal data. Its role is to ensure that any processing of personal data complies with the law. Its responsibilities also include informing data controllers and data subjects of their rights and obligations, handling complaints, conducting audits and sanctioning data controllers who violate the law.

The adoption of Law No. 2008-10 of January 25, 2008 on the protection of personal data covers different protection regimes and settles the question of institutional anchoring by creating an independent administrative authority responsible for implementing the protection regimes.

This broad and comprehensive data protection law covers the collection, processing, transmission, storage and use of personal data by legal entities under public or private law. The law applies to all data processing in Senegal and in any place where Senegalese law applies.

The adoption of Law No. 2008-10 of January 25, 2008 on the protection of personal data covers different protection regimes and settles the question of institutional anchoring by creating an independent administrative authority responsible for implementing the protection regimes.

This administrative authority, the Data Protection Commission (DPC), is the guarantor of privacy in the processing of personal data. Its role is to ensure that any processing of personal data complies with the law. Its responsibilities also include informing data controllers and data subjects of their rights and obligations, handling complaints, conducting audits and sanctioning data controllers who violate the law.

FROM A NATIONAL PERSPECTIVE

The use and exploitation of personal information is of paramount importance in today’s society and is expected to increase in the future. As a result, states are threatened by the practice of surveillance. Senegal has adopted a set of legal provisions to regulate this practice.3

First of all, the Senegalese Constitution in its article 13 governs that:

> “The secrecy of correspondence, postal, telegraphic, telephone and electronic communications is inviolable. It can only be ordered to restrict this inviolability in application of the law”.

3. (Texts available on this link : https://www.cdp.sn/textes-legislatifs)
The law N°2008-12 of 25 JANUARY 2008 on the protection of personal data regulates the surveillance and use of personal data.

**Article 1:**
The law ensures that ICTs do not infringe on privacy. "The purpose of this law is to set up a mechanism to combat breaches of privacy that may be caused by the collection, processing, transmission, storage and use of personal data."

It guarantees that all processing, in whatever form, respects the fundamental rights and freedoms of individuals; it also takes into account the prerogatives of the State, the rights of local authorities, the interests of businesses and civil society.

It ensures that Information and Communication Technologies (ICT) do not infringe individual or public freedoms, in particular privacy.

**Article 18:**
Declaration of any monitoring device to the CDP: "Apart from the cases provided for in Articles 17, 20 and 21 of this law, the processing of personal data is subject to a declaration to the Data Commission Personal".

The Commission shall certify receipt of any declaration. It issues, within one (1) month, a receipt that allows the applicant to implement the processing without, however, exonerating him from any of his responsibilities. This time limit may be extended once by the reasoned decision of the Commission.

The declaration, which conforms to a model established by the Commission, includes an undertaking that the processing operation meets the requirements of the law. However, only the receipt of the receipt shall entitle the implementation of a processing operation.

**Article 33:**
Consent: “The processing of personal data is considered legitimate if the data subject gives his consent.”

However, this consent requirement may be waived when the processing is necessary:

i) to comply with a legal obligation to which the controller is subject;

ii) the performance of a task carried out in the public interest or in the exercise of official authority vested in the controller or the third party to whom the data are disclosed

iii) for the performance of a contract to which the data subject is party or for the performance of pre-contractual measures taken at his request;

iv) to safeguard the interest or the fundamental rights and freedoms of the data subject.

**Article 34:**
Unlawful collection: “The collection, recording, processing, storage and transmission of personal data must be lawful, fair and not fraudulent.”

**Article 35:**
Data must be collected for specified, explicit and legitimate purposes and may not be further processed in a way incompatible with those purposes.

It must be adequate, relevant and not excessive in relation to the purposes for which it is collected and further processed. They must be kept for no longer than is necessary for the purposes for which they were collected or processed. Beyond this required period, the data may only be kept for the specific purpose of processing for historical, statistical or research purposes in accordance with the legal provisions.
ON THE PROHIBITION OF UNLAWFUL RECORDING

Law No 2016-30 of November 08, 2016 amending the Penal Code: Art. 90-11. - If the necessities of the search for evidence are so required, the investigating judge or the judicial police officer in the execution of a judicial delegation, may use the appropriate technical means to collect or record in real time the data relating to the content of specific communications transmitted by means of a computer system.

Therefore, the judge may oblige a service provider, within the framework of its technical capabilities and in the application of the existing technical means, to collect or record or to assist the competent authorities in collecting or recording such computer data.

PROCESSING OF PERSONAL DATA

Thus, the direct collection of personal data from users, the keeping of files, the recording, the simple handling of personal data, the consultation, dissemination, transfer of such data, storage, etc. constitute the processing of personal data. All companies processing personal data must scrupulously respect the terms of the law of January 25, 2008. However, this law excludes from its scope the processing of data by a natural person exclusively in the context of his or her daily or domestic activities, provided that there is no subsequent communication to a third party. Temporary or transitory technical copies are also excluded.

Examples of processing operations often carried out by companies include payroll, customer and prospect management, video surveillance, list of partners and suppliers, access control to premises, management of applications and hiring, management of telephone calls, and the news register.
Therefore, the CDP ensures that the processing of personal data is carried out in accordance with legal provisions. To do so, it does the following:

- informs data subjects and data processors of their rights and obligations;
- ensures that information and communication technologies (ICT) do not pose a threat to the public freedoms and privacy of Senegalese citizens;
- approves the charters of use presented by those responsible for the processing of information or data;
- keeps a directory of personal data processing available to the public;
- advises persons and organizations that have recourse to the processing of personal data or that carry out tests or experiments likely to result in such processing;
- presents to the government any suggestion likely to simplify and improve the legislative and regulatory framework for data processing;
- publishes the authorizations granted and the opinions issued in the directory of personal data processing;
- draws up a report on the processing of personal data;
- draws up an annual activity report submitted to the President of the Republic and to the President of the National Assembly;
- formulates all useful recommendations to ensure that personal data processing is carried out in accordance with the provisions in force;
- cooperates with the personal data protection authorities of third countries and participates in international negotiations on personal data protection.

LIMITATIONS AND IMPROVEMENTS TO CONTROL AND PROCESSING LAWS

Senegal has made significant progress in the monitoring and management of personal data. However, despite the legal framework for personal data processing, there are still gaps in the regulation of this sector.

For this reason, it is important to put in place new mechanisms to update the legal framework for personal data protection in Senegal.
REGISTRATION OF THE MOBILE SIM (SUBSCRIBER IDENTITY MODULE) CARD

The Director of the Regulatory Agency for Telecommunications and Posts (RATP) of Senegal, in his decision 2006-001 ART/DG/DRJ/DT/D.Rég of December 5, 2006 on the obligation to identify mobile telephone service subscribers, imposes in its first article: “Operators are required, at the time of subscription to the mobile telephone service, to identify their customers.”

In addition, “they shall take all measures to oblige their distributors to carry out this identification before any sale of a mobile network smart card.”

This policy is justified for reasons of public safety and peace of mind of citizens.

This decision does not refer to users’ rights to access their data or to rectify errors in their data.

Operators are not obliged to inform users about the use and processing of their data. No information is given to users about procedures for deleting their data when they change operators, and RATP has not provided any response on this issue.

This law does not provide security for users of registered SIM cards and the right to be forgotten is not guaranteed. It, therefore, facilitates surveillance, but also monitoring and control of users by law enforcement authorities.

THE IMPACTS OF COVID-19 ON DEPRIVATIVE MEASURE OF FREEDOM

While COVID-19-19 is still not eradicated and cases continue to increase in Senegal, the government has taken measures to reduce the number of cases. In 2020, the government took measures that affected the functioning of the justice system. Thus, the Minister of Justice had decided to suspend hearings in the country’s courts and tribunals, starting March 16, 2020, for three weeks.

These measures have contributed to the overcrowding of prisons and the deprivation of liberty of people whose guilt has not yet been established. Ultimately, this undermined the effectiveness of the authorities’ congestion relief measures.

EXCESSIVE USE OF FORCE

Security forces used excessive force in maintaining public order. In January 2020, a man died in police custody in the city of Fatick after reportedly being beaten by police. His autopsy findings that he died of “natural causes” sparked violent protests. The authorities then opened an investigation into the three police officers suspected of being responsible for the death.

In May, gendarmes used tear gas at a press conference held by youth in Cap Skirring to protest the lack of potable water in their town. At least two participants, a man and a woman, were seriously injured. In June, four people protesting the 2013 demolition of their homes in Gadaye on the outskirts of the capital Dakar were injured when police violently dispersed their rally.

---

FREEDOM OF EXPRESSION ONLINE IN 2021: THE GOVERNMENT OF SENEGAL PLAN TO REGULATE SOCIAL NETWORKS

The communiqué of the Council of Ministers of the Government of Senegal of February 03, 2021⁵ [Council of Ministers of February 03, 2021, Government of Senegal (sec.gouv.sn)] announced that the President of the Republic has invited the Government to put in place a regulation and supervision system specific to social networks. According to the results of a new Afrobarometer survey in Senegal, the majority of citizens consider that social media facilitate the spread of false information and intolerance.⁶

However, even more believe that social media make people better informed and more effective citizens, and overall, the majority prefer unrestricted access.

The majority of Senegalese are in favor of limiting false information, false news and hate speech against the President of the Republic; but they oppose regulating access to social media and the internet.

However, the motives for the implementation of this device are questionable when you consider that the legal framework is existing.


Also, this project of regulation of social networks could have as a consequence the reinforcement of the powers attacking the freedom of the press. The reasons given by the Head of State are to ensure the quality of programs broadcast on radio and television to strengthen social peace, national cohesion, the authority of the State and the interests of Senegal. But in the context of elections and political and social tension since the events of March 2021 and the prospect of presidential elections in 2024 in Senegal, it is doubtful of the good faith of this device, which seems to restrict the freedom of expression and social protest movements.

We know that social networks have allowed various political and social leaders a media presence that traditional media do not offer. Therefore, it is the treatment that journalists make of information on social networks that this device should address.

Faced with the discourse of citizens, civil society organizations, and opposition politicians who criticize government action and demand transparency, accountability, and good governance, those who claim to govern us are trying to legitimize the adoption of a legal strategy to control the way in which this information disseminated on the networks is treated by the mass media, namely radio and television.

⁵ Conseil des ministres du 03 février 2021 | Gouvernement du Sénégal (sec.gouv.sn)
⁷ JOURNAL OFFICIEL DE LA REPUBLIQUE DU SENEGAL
RECOMMENDATIONS

This report highlights that freedom of expression is a fundamental human right. Every citizen can therefore speak, write and print freely, except for the abuse of this freedom in cases determined by laws and regulations. The study found that restrictions on freedom of expression in the context of platform regulation are of the legislative origin or emanate from the will of public authorities.

States tend to infringe on freedom of expression through Internet blackouts, use of force, invasion of privacy through continuous surveillance of citizens, and blocking of Internet access. These methods of regulation used by the rulers can subsequently harm the rights and freedoms of citizens. The following recommendations to the government are pertinent:

- There is a need for the government to update the legal framework for the protection of personal data. To do this, new legislation should be adopted and provisions made to adapt the legal arsenal to the digital ecosystem.

- There is a need for proper management of personal data in accordance with international standards.

- Government should ensure improved institutional frameworks for personal data protection and change the status of the personal data commission into a national regulatory authority.

- The government needs to constantly inform citizens about its surveillance practices, ensure respect for the right to privacy and personal data protection and defend against unjustified and illegal surveillance of communications.

- Ensure that any regulation of communications surveillance complies with the 13 international principles on the application of human rights to government communications surveillance.

- Ensure that the rights of cell phone subscribers with respect to their personal data are guaranteed in accordance with the Personal Data Protection Act 2008-2012.

- Establish a climate of trust, and serenity and focus on raising awareness about hate speech and disinformation.

- Invite the press to be responsible in the way they disseminate information obtained on social media platforms.
This report captures the state of digital rights and inclusion in South Africa and notes developments. South Africa made several positive steps in developing policies that promote digital inclusion in 2021. This includes changes to the law to address online dimensions of gender-based violence.

Yet, there are serious barriers in implementing digital rights policies, ongoing challenges with disinformation and hate speech, and many continue to lack meaningful access to ICTs.
South Africa has strong protections for human rights, but the legacy of colonialism and apartheid has left enduring racial and economic inequalities, and the country continues to grapple with high rates of poverty, unemployment, and gender-based violence. This is coupled with significant digital inequality, with about 64% of the population having access to the Internet. Nonetheless, in 2021 there were several developments in law and jurisprudence to adapt existing legal frameworks to advance digital inclusion and extend protections for digital rights.

COMPLIANCE WITH REGIONAL AND INTERNATIONAL FRAMEWORKS
South Africa subscribes to a range of regional and international frameworks that protect and advance various information rights – such as the International Covenant on Civil and Political Rights, the Universal Declaration of Human Rights, the African Charter on Human and Peoples’ Rights, and the African Charter on the Rights and Welfare of the Child (which recognises children’s rights to privacy and freedom of expression, among others).

In 2021, South Africa continued to operate under a National State of Disaster, which was declared in March 2020 after the first locally detected cases of COVID-19. As noted in the 2020 Londa report for South Africa, several of the South African government’s policy responses to COVID-19 have implications for digital rights.

The Independent Communications Authority of South Africa (ICASA) released an emergency temporary spectrum to mobile operators in April 2020 to help reduce network congestion and help meet the spike in demand due to the COVID-19 pandemic. This temporary allocation of emergency spectrum continued through the end of 2021, allowing operators to pilot 5G networks and increase network capacity in high-demand areas. Other temporary measures also promoted digital inclusion, such as the zero-rating of certain health and education-related websites.

Unfortunately, and possibly in part due to pre-existing challenges to digital inclusion, recent research suggests that disruptions to schooling resulted in South Africa’s children losing up to 1.3 years of learning during the pandemic. However, other measures in the government’s COVID-19 response have been less laudable in their impact on digital rights. Notably, the State of Disaster regulations include provisions that criminalise the spreading of disinformation about COVID-19. There appear to have been no documented cases of a person being charged or prosecuted for contravening this provision in 2021. However, COVID-19-related disinformation was the biggest source of reported content to Real411.org, a civil society-run platform to document and counter disinformation, which indicates the scale of challenges relating to disinformation in the pandemic.

---

The emergency regulations also provide for extensive collection and retention of personal data of people who undertake the COVID-19 test. While the relevant provisions include commendable safeguards, such as a limitation on how that data can be used, and the establishment of oversight and reporting mechanisms, the whole regime has drawn criticism from human rights advocates, in part due to a lack of ongoing reporting and limited scrutiny from lawmakers and oversight bodies. Moreover, it is not clear to what extent the data collection provisions or the oversight mechanisms are in operation, if at all, which is cause for concern.

In October 2021, the Department of Health launched a digital coronavirus vaccine certificate, which fully vaccinated users can generate via a web portal. While there are no stipulations currently as to how the vaccine certificate would be used, at the time of its launch it was envisaged that the certificate would be used to grant access to certain venues and events for vaccinated individuals. While this initiative is still in the early stages of implementation, other jurisdictions have seen concerns that digital vaccine certificates create risks of digital exclusion; in the context of South Africa’s digital divide, this matter will need to be monitored.

**PRIVACY, DIGITAL IDS AND SURVEILLANCE**

**Data Protection**

In July 2021, the provisions of South Africa’s data protection law, the Protection of Personal Information Act (POPIA), came into effect following a one-year grace period for all relevant bodies to become compliant. This milestone comes seven years after the Act was first signed into law.

During the period under review, the Information Regulator, South Africa’s data protection authority, developed the data protection framework further. It issued guidance notes on the processing of children’s personal data, and “special personal information”. This is a category of sensitive data which is given extra protection under the law and it includes information such as details of a person’s race, beliefs, health and sex life, biometric information or union membership. Despite the positive developments, there are still implementation challenges for data protection in 2021. Examples include: a ransomware attack on the Information Regulator’s own IT systems in September 2021, and a further data breach at Experian, a private credit agency, which had already reported a large data breach the previous year.
Digital ID

In early 2021, the Department of Home Affairs received public comments on a draft Official Identity Management Policy, which seeks to create an updated framework for the government’s maintenance of data about the identities of its population. Among other things, the draft policy was criticised for its state-security-centric approach, and for a proposal to collect biometric data of all infants registered in South Africa.

Unfortunately, despite this resounding judgment in favour of greater privacy protections, in particular for journalists, 2021 saw evidence of continued state harassment and spying of journalists. For example, in March the media company News24 lodged a complaint with the surveillance oversight judge, after receiving evidence that an investigative journalist who had reported on corruption within the police was being monitored. While the outcome of this complaint has yet to be made public, it has underscored concerns that there will be patchy compliance with both the letter and spirit of the Constitutional Court’s judgment.

In July 2021, South Africa was embroiled in global media exposés surrounding the controversial Pegasus spyware, which has been used by governments across the world to spy on dissidents, journalists, human rights actors and public servants. Leaked documents suggested that South African President Cyril Ramaphosa was one of 14 heads of state apparently targeted by client agencies of the spyware. While the responsible party is unknown, and there is no evidence that South Africa itself was a Pegasus client, this incident underscored the dire need for better domestic and international protections against the trafficking and use of surveillance tools.
ACCESS TO INFORMATION

There were developments in legislation and jurisprudence that advanced access to information and transparency. In January 2021, the legal provisions requiring political parties to disclose all major donors and financial records finally came into force. However, it should be noted that only a few political parties made financial disclosures to South Africa’s electoral commission. Further, in December 2021, the High Court found that public officials should also be required by law to disclose any donations they receive in internal party elections.

In November 2021, the High Court also found in favour of media houses seeking access to tax-compliance records of former President Jacob Zuma, in short finding that a person’s right to confidentiality about their tax affairs should in narrow circumstances be balanced with the public’s right to know (for example, in this case a powerful politician who is believed not to have been fully tax compliant).

These developments show strong policy moves towards greater access to information in the realm of politics and influence, which could promote greater accountability. However, as ever, these policies rely on better compliance and African civil society organisations have drafted proposed amendments to South Africa’s access to information law to emphasise the requirement for proactive disclosure of information and seek to align the law with regional frameworks and best practice.

Another area where overall improvements to access to information and public participation should be noted is in the digitisation of the court system, after the judiciary fast-tracked a transition to virtual hearings and digital filing in 2020. The Department of Justice and Constitutional Development augmented these changes by developing draft rules for virtual court hearings in April 2021. This promising use of technology to enhance access to justice is welcome, though it underscores the urgent need for policies and programmes to address South Africans’ unequal access to ICTs.

Finding that a person’s right to confidentiality about their tax affairs should in narrow circumstances be balanced with the public’s right to know.
HATE SPEECH, MISINFORMATION AND CRIMINAL DEFAMATION LAWS

In July 2021, the Constitutional Court made a ruling which further developed jurisprudence on hate speech, in Qwelane v South African Human Rights Commission. The Court affirmed that hate speech "is the antithesis of the values envisioned by the right to free speech – whereas the latter advances democracy, hate speech is destructive of democracy". However, its ruling noted that a healthy democracy requires a degree of tolerance towards expression or speech that shocks or offends. The Court ordered revisions to the Equality Act which had the effect of narrowing the definition of hate speech to exclude speech that is intended to be 'hurtful' but not harmful or inciting of harm.

The courts have also been called to examine other questions of online harm. For example, in 2021 the Equality Court started hearings on a harassment complaint brought by the South African Human Rights Commission against Mr. Anthony Matumba, a politician who is accused of posing as a white woman on social media and publishing a series of racist and derogatory posts about black women. After various delays the case has continued into 2022, during which time Mr. Matumba was sworn in as a member of Parliament.

Perhaps most significantly, in July a period of violent civil unrest in parts of South Africa raised questions about the role of disinformation and incitement in sharpening political tensions and socio-economic frustrations in the country. The unrest, which resulted in devastating violence, loss of life, and economic damage in parts of KwaZulu-Natal and Gauteng provinces, ostensibly resulted from popular outrage at a decision of the Constitutional Court to jail former President Jacob Zuma for contempt of court, following his refusal to appear before a judicial inquiry on corruption.

---

However, in hearings held by the South African Human Rights Commission investigating the causes of the unrest, a range of witnesses argued that the unrest was at least in part orchestrated by individuals and political factions supportive of Zuma, and fuelled by a pattern of disinformation and inciting messages on social media. In addition, several people were charged for incitement relating to messages allegedly posted to Twitter, Facebook, or WhatsApp.39

These events raise searching questions about the effectiveness of law enforcement in identifying and acting on legitimately harmful speech, the ability of digital platform companies and public bodies to coordinate, and the effectiveness (and local-appropriateness) of disinformation and content moderation tools adopted by the digital platforms. These events will likely spur policy proposals to more aggressively police speech online, which could erode freedom of expression.

DIGITAL EXCLUSION IN SOUTH AFRICA AND ITS IMPACT ON HUMAN RIGHTS

Several major developments in South Africa highlighted concerns about digital exclusion and the role of multinational corporations in internet governance and inclusion.

After WhatsApp drew global criticism for privacy policy changes affecting its non-EU customers, South Africa’s data protection authority, the Information Regulator, said it was considering litigation.40 WhatsApp’s parent company, Meta, faced further criticism after it withdrew from a roundtable with South African members of Parliament to discuss content moderation, as well as the company’s disinformation responses and privacy policies. This would have been the company’s first appearance before an African legislature.41

The Competition Commission launched an inquiry into competition in the digital economy, with a focus on ‘online intermediation platforms’ such as eCommerce services, online classifieds, food delivery services and accommodation aggregators.42 Among other things, the Commission expressed interest in the extent to which dominant platforms, particularly those with a global reach, may affect small businesses’ ability to participate in the economy. The Commission also expressed disappointment in the decision of certain global platforms not to participate.43

A consortium of news publishers also approached the Competition Commission to make submissions on competition issues related to major digital platform companies such as Google and Meta,
which brings a local dimension to a growing global question for the digital ecosystem.44

While these matters are expected to further play out in 2022, it is clear that addressing digital exclusion is likely to involve greater accountability and possibly regulation of dominant global platforms. It remains to be seen whether this will be achievable by South African policymakers.

DIGITAL INFRASTRUCTURE AND PRIORITISATION OF ICT

South Africa faces an enduring digital divide, with severely unequal access to ICTs and digital infrastructure which follow the contours of South Africa’s other underlying inequalities, along the boundaries of race, class, gender, and geography.

Recognising the considerable shortfall between ambitions and delivery, in 2021 the Department of Public Works and Infrastructure released a draft National Infrastructure Plan 2050 for comment, with an ambitious vision for digital transformation in the coming 30 years. Its goals include universal access to high-speed internet, full digitisation of government services, and an ICT-skilled society.45 In a separate process, the Ministry of Communications and Digital Technologies published a draft National Data and Cloud Computing policy for public comment.46 While the proactive development of policies to advance ICT infrastructure is to be welcomed, the framing in the draft policy of data as property or infrastructure, and less in terms of the implications for personal data, emerged as a noted concern in public responses.47

The high cost of internet and airtime continues to be a feature of the digital divide in South Africa, although these costs have declined following an inquiry by South Africa’s Competition Commission in 2019, and South Africa’s main network operators all announcing price cuts in 2021.48

However, one of the most significant measures to address ICT costs and access in South Africa – a plan by South Africa’s communications regulator to auction off ‘high demand’ spectrum to network operators\(^{49}\) – continued to face delays in 2021, due to protracted litigation by various network operators challenging procedural aspects of the process.\(^ {50}\) The delay is seen as a major obstacle to reducing prices and expanding high-speed networks.

By early 2022, the regulator indicated that it would proceed with the auctioning of high demand spectrum.\(^ {51}\) In the event of further delays, it is likely that users will continue to bear the brunt of continued high costs and reduced access to ICTs.

In a positive policy development for digital inclusion for people with disabilities, South Africa’s communication regulator published a Code for Persons with Disabilities, which mandates certain accessibility standards for broadcast media, telephony and internet service providers\(^ {52}\).

**GENDER AND ICT**

South Africa continues to grapple with severe challenges regarding gender equality, including deplorably high levels of gender-based violence, and a gender disparity in access to ICTs. There has been growing concern at levels of online gender-based violence in South Africa – for example, the 2021 World Press Freedom Index noted the online harassment of women journalists as a challenge to press freedom in South Africa\(^ {53}\).

However, in 2021 South Africa adopted several policy developments that bolster efforts to combat online gender-based violence.

In July, the President signed into law the Cybercrimes Act, and the first key provisions of the Act came into effect in December 2021. The Act creates several new criminal offences relating to online harms and provides for new forms of recourse for online- and technology-based crimes. For example, the Act explicitly criminalises the publishing or sharing of intimate images of a person without their consent and provides for a person who has been subject to malicious communication to seek a protection order.\(^ {54}\) The remaining provisions of the Act, which provide for the establishment of institutions and mechanisms to enforce the Act, and investigate and prosecute cybercrimes, have yet to come into effect.\(^ {55}\)

Parliament also passed amendments to South Africa’s Domestic Violence Act which makes provision, among other things, for survivors of domestic violence to apply online for a protection order, which – if implemented effectively – could reduce the administrative hurdles for survivors to get access to the recourse that is envisaged in law.\(^ {56}\)

In addition, the amendments to this Act have expanded the definition of harassment to include various harms committed via electronic means; this signals a notable effort by South African lawmakers to create protections for vulnerable groups against online harms.

---

Notably, the Domestic Violence Amendment Act also strengthens protections for other vulnerable groups, for example by explicitly extending its definition of domestic violence (both on- and offline) to include abuse of elders, children, and economically vulnerable members of a household.\(^{57}\)

**NATIONAL ARTIFICIAL INTELLIGENCE STRATEGY**

Though the Presidential Commission on the Fourth Industrial Revolution called in 2020 for a prioritisation of policy and skills development on Artificial Intelligence (including establishment of an AI institute focused on training and ensuring use of AI for positive social impact),\(^{58}\) progress has been slow. Flagship interventions include the establishment of South Africa’s Centre for the Fourth Industrial Revolution, affiliated to the World Economic Forum,\(^{59}\) and a pilot AI training programme funded by the German government.\(^{60}\)

Some legal protections do exist against misuse of Artificial Intelligence; for example, South Africa’s data protection law, POPIA, includes limitations on automated decision-making based on the processing of personal information.\(^{61}\)

However, there continues to be a lack of comprehensive policy to promote ethical use of AI and ensure human rights protections. This was underscored in early 2021 in the findings of an inquiry into racial discrimination in medical schemes: the inquiry found that, while it did not see evidence that the algorithms used by medical schemes contributed to trends of racial discrimination observed in their decisions on claims, there was an alarming lack of transparency in the working of those algorithms.\(^{62}\) Indeed, two of three companies before the inquiry did not have the capacity to assess the workings of their own algorithms. In the context of South Africa’s severe social and economic discrimination, the lack of clear legal standards to ensure transparency and accountability in Artificial Intelligence is a major concern.

---

57. Domestic Violence Amendment Act (2021), s1
61. Protection of Personal Information Act of 2013, s 71.
CONCLUSION

Despite the significant challenges noted, there were hopeful developments for digital rights in South Africa in 2021. However, the hurdles of implementation, and continued lack of access for many ordinary South Africans, remain a concern. While the continued advancements in policy, law and jurisprudence are to be welcomed, South Africa’s digital rights record tends to be strong on paper and weaker in execution.

The following recommendations therefore emerge:

• Policymakers, regulators and network providers must continue steps towards universal, affordable and secure access to ICTs for everyone in South Africa.

• Government and Parliament, in consultation with civil society, should review all emergency regulations relating to the Covid-19 pandemic, especially those pertaining to digital rights, and where necessary to repeal or revise these for the current state of the pandemic.

• Government and civil society should prioritise capacitating institutions, including the court system, the Information Regulator, the South African Human Rights Commission, and Parliament, to respond effectively to emerging digital rights questions and to ensure meaningful protections for the digital rights of more vulnerable and marginalised people.

• Policymakers should work to establish clear legal standards to ensure the ethical and accountable use of Artificial Intelligence, with wide public consultation and participation from academia and civil society.

• All relevant stakeholders should work to ensure further development of overall legislation, policy and jurisprudence that enhance digital rights and protections, and which advance the vision set out in South Africa’s Constitution for a truly vibrant, responsive democracy in which all people participate meaningfully.
The fuel for democracy is freedom of expression. This report examines internet rights in the United Republic of Tanzania 2021. The emphasis is on online freedom of expression, online freedom of association and assembly, online access to information, and the impact of COVID-19 on exercising these rights. Further, the report highlights the state of digital rights, the legal framework of digital rights at the international, regional, and national level, to which Tanzania is a signatory.

The thematic focus has covered impacts of COVID-19 regulations on digital rights and inclusion, freedom of expression online, freedom of online media, privacy, digital ID and surveillance, access to information online, hate speech, misinformation and criminal defamation, digital exclusion in Tanzania and its impact on human rights, digital infrastructure and prioritisation of ICT, Artificial intelligence and national strategy as well as gender and ICT. Key recommendations include advocating for the amendment of all repressive laws which adversely affect the enjoyment of digital rights in the United Republic of Tanzania.
Further, the government has created a system through which customers can pay for public services via cards, internet banking and mobile money transfer. The system is called the Government Electronic Payment Gateway (GePG).

Tanzania is a country in East Africa with a population of 57.6 million, this is according to the Tanzanian National Bureau of Statistics. According to Trading Economics, the Gross Domestic Product (GDP) per capita in Tanzania was last recorded at 976.16 US dollars in 2020. The GDP per capita in Tanzania is equivalent to 8% of the world’s average. In 2003, Tanzania recognized the advancement of the ICT sector and the role it plays in the growth of the country’s economy by formulating the National ICT Policy of 2003 with an overall mission, “To enhance nation-wide economic growth and social progress by encouraging beneficial ICT activities in all sectors through providing a conducive framework for investments in capacity building and in promoting multi-layered co-operation and knowledge sharing locally as well as globally.” The country is making good progress in using ICT in its sectors. For instance, in December 2020 the government formed the Ministry of Information, Communication and Information Technology which is vested with the mandate of furthering Tanzania through the Fourth Industrial Revolution (4IR) commonly referred to as the digital economy.

Further, the government has created a system through which customers can pay for public services via cards, internet banking and mobile money transfer. The system is called the Government Electronic Payment Gateway (GePG).

---

Despite the ICT progress in the country, challenges were still witnessed in this sector. For the past five years, Tanzania had been under the regime of the Late President John Pombe Joseph Magufuli. During his term, many digital rights violations have been reported including shrinking of civic space, infringement of freedom of expression, suspension of online media, intimidation, threats and arrests of internet users, surveillance and data privacy, internet disruption, the proliferation of laws and regulations which infringe digital rights, etc. However, there is new hope for the new regime of President Samia Suluhu Hassan after it ordered the Minister for Information, Communication and Information Technology to reinstate the suspended online TV and newspapers with a condition to observe laws of the country.3

**COMPLIANCE WITH REGIONAL AND INTERNATIONAL FRAMEWORKS**

Tanzania is a signatory to various international and regional instruments of human rights. These include the Universal Declaration of Human Rights (UDHR) which provides under Article 19 that “Everyone has the right to freedom of opinion and expression; this right includes freedom to hold opinions without interference and to seek, receive and impart information and ideas through any media and regardless of frontiers” and the International Convention on Civil and Political Rights (ICCPR). Article 19 of the ICCPR provides for freedom of expression.

At the regional level, Tanzania is a signatory to the African Charter on Human and Peoples’ Rights (ACHPR).4 Article 9 of ACHPR provides for the rights of freedom of expression and access to information, stating “every individual shall have the right to receive information”, as well as “the right to express and disseminate his [sic] opinions within the law.”5 In 2016, the African Commission adopted a Resolution on the Right to Freedom of Information and Expression on the Internet in which it recognized that privacy online is important for the realisation of the right to freedom of expression and to hold opinion without interference and the right to freedom of peaceful assembly and association.6

Tanzania has incorporated provisions relating to freedom of expression, privacy and personal security as well as freedom of association in its Constitution of 1977 under Articles 16, 18 and 20.

4. Https://www.achpr.org/legalinstruments/detail?id=49
As of January 19, 2022, Tanzania reported a total of 32,393 confirmed COVID-19 cases. The country only started releasing data on the disease in July 2021, after denying the spread of the pandemic in its territory for over a year. Online TV and other media houses which were previously suspended for publishing misleading content that contravened professional standards contrary to the Electronic and Postal Communications (Online Content Regulations of 2020) commonly referred as EPOCA Online Content Regulations were reinstated upon the declaration of the current president with a condition to follow the laws of the country. However, there is still a challenge since the same laws (EPOCA Online Content Regulations of 2020, Cybercrimes Act No 14 of 2015 and Media Service Act No. 12 of 2016) are still operating in the country without any amendments. The above-mentioned laws received some criticism that they contravene digital rights as well as the Constitution of Tanzania.

The Electronic and Postal Communications (Online Content Regulations of 2020) has introduced new legal requirements to bloggers, internet users and online media.

Some of these legal requirements threaten the rights to freedom of expression online, freedom of assembly and association online as well as right to privacy. For example, Regulation 4 which provides “a person shall not provide online content services without obtaining a licence from the Authority”. However, the process of obtaining these licences is a long process and it requires that person to pay some taxes to Tanzania Revenue Authority (TRA). Therefore, this regulation restricts freedom of expression in the country. The regulation also restricts simulcasting, where Regulation 10 provides that “any mainstream content service provider with district or regional licence shall not simulcast content using online platform”. Further, the Regulations impliedly restrict the use of VPN since Regulation 16 provides “(1) A person shall not publish any prohibited content as set out in the Third Schedule. (2) A person shall not render, possess or distribute technology, program, application or any other related thing that allows or helps users to have access to prohibited content”. Additionally, the Regulation also contravenes the right to privacy by obligating internet café providers to install surveillance cameras to record and archive activities inside the cafe.

9. Regulation 13 (1) (d)
FREEDOM OF EXPRESSION ONLINE

According to section 16 of the Cyber Crimes Act, “any person who publishes information or data presented in a picture, text, symbol or any other form in a computer system knowing that such information or data is false, deceptive, misleading or inaccurate, and with intent to defame, threaten, abuse, insult, or otherwise deceive or mislead the public or counselling commission of an offence, commits an offence, shall on conviction be liable to a fine of not less than five million shillings or to imprisonment for a term of not less than three years or to both.”

Regulation 14 of the Content Online Regulation 2020 provides that “every subscriber and user of online content shall be responsible and accountable for the information he posts in an online forum, social media, blog and any other related media.”

The above-cited provisions were being used by the Authority to arrest online users who breached them. For example, Tanzanians began to speculate about President John Magufuli’s health and whereabouts in March 2021. Many Tanzanian citizens took to social media with their questions and concerns. In response, the government issued threats of mass arrests to anyone who used social media to share false information about the President. Tanzania’s 2015 Cybercrimes Act and the 2020 Electronic and Postal Communications (Online Content) Regulations were quickly invoked by authorities to arrest and detain those who violated its rules. In the same month Innocent Bashungwa, Tanzania’s Minister of Information, Culture, Arts and Sports, issued a warning specifically to the media to desist from spreading “rumours” about Magufuli’s whereabouts, who had not been seen in the public eye since February 27 2021.

FREEDOM OF ONLINE MEDIA

In 2021, two magazines and two media houses were suspended in Tanzania. Uhuru magazine owned by the CCM party was suspended for one month from 11 August 2021 for publishing what was called a false story stating President Samia Suluhu Hassan would not vie for presidential office in 2025. Uhuru was said to have breached professional standards and had violated sections of Tanzania’s Media Services Act.

On 6 September 2021 Raia Mwema magazine was suspended for 30 days and charged with false publication about the political situation in Tanzania. Wasafi Tv was suspended for six months from January to June 2021 due to broadcasting live content of naked artists. Also suspended was the Jahazi program of Clouds FM for 14 days due to broadcasting content using abusing language. All these incidents continue to restrict Tanzanians’ enjoyment of freedom of expression, which is clearly in violation of international treaties to which Tanzania is a signatory.

"Every subscriber and user of online content shall be responsible and accountable for the information he posts in an online forum, social media, blog and any other related media."
PRIVACY, DIGITAL IDS AND SURVEILLANCE

Concerns have been raised in Tanzania about the broad and excessive powers granted to state agencies (police) to search and seize computer disclosure of data without clear guidelines and proper safeguards. The interference with the oversight and accountability for communications interceptions, and provisions that allow for interception without a warrant are of concern. In Tanzania, for an interception to occur a warrant or order from a judicial officer is needed in order to conduct monitoring and interception of communications. However, this isn’t the practice, even in circumstances where the law provides a limitation, wide and vague words are then used which are undefined or sometimes a warrant for interception can be made orally which provides grounds on which interception of communications can easily be conducted in Tanzania.

In breach of privacy, section 31 of the Tanzania Cybercrimes Act, 2015 gives powers to the police officer in charge of a station to search and seize or authorise the search and seizure of communication devices or data in conducting investigations without a warrant. On biometrics, it’s not possible to register a SIM card unless the biometric information collected is verified against the National Identification Authority (NIDA) database, which was itself created under the Registration and Identification of Persons Act.

Additionally, the EPOCA Regulations are also criticised for breaching the right to privacy by requiring persons operating internet cafés to install surveillance cameras to record and archive activities inside the cafés. The same provision requires the registration of all customers of internet cafes, who are required to produce a national ID card. Tanzania has no specific law in regards to data protection. However, recently the Minister of Information, Communication and Technology, Hon. Minister Nape Nauye (MP) stated, “There is a process which is going on of enacting data protection law and certain matters will be addressed within the law.”

ACCESS TO INFORMATION

Tanzania continues to use autocratic legalism as an indirect way to prevent people from accessing and sharing content online, as a result of weak legislatures, and requiring long processes to be followed when accessing information for public use and hefty fines complimented with criminalisation of free speech. Despite the fact that Tanzania is a signatory and has ratified international and regional instruments as a commitment to adhere to the right to seek, receive and, or disseminate information, having laws that prohibit its people from enjoying that same right which is stipulated in the constitution is unconstitutional. For instance, the EPOCA Regulation 4 sets a mandatory requirement for everyone who wants to provide online content to secure a licence from TCRA failure of which would attract a fine upon conviction. This provision restricts people from receiving and disseminating information online, contrary to the Constitution. In 2020 and 2021 various online media/channels and magazines were fined and others suspended for failure to comply with this provision. For instance, the banning of the Shule na Uongozi Youtube channel of Humphrey Polepole. Similarly, the law punishes officials who improperly release information with prison terms, but there are no clear penalties for those who improperly withhold information. Therefore, the suspension of these media led to limited access to information.

17. Rule 13 (1) (d) of the Electronic and Postal Communications (Online Content) Reguations, 2020
19. Article 18 (b) of the Constitution of United Republic of Tanzania
Further, the cost for internet bundles for the year of 2021 has substantially increased. This limits the enjoyment of the right to access to information. Although statistics still show that Tanzania has the cheapest data bundles amongst East African countries. Sudan - with a population of more than 45 million and at least 13 million internet subscribers - is at par with Italy ($0.27), but trails Israel ($0.05), Kyrgyzstan ($0.15) and Fiji ($0.19) in the global rankings. African countries that charge mobile internet subscribers less than a dollar to browse the web and run mobile apps are Ghana ($0.66), Libya ($0.74), Tanzania ($0.75), Mauritius ($0.75), Nigeria ($0.88), Cameroon ($0.90) and Senegal ($0.94).

Further, the cost for internet bundles for the year of 2021 has substantially increased. This limits the enjoyment of the right to access to information. Although statistics still show that Tanzania has the cheapest data bundles amongst East African countries. Sudan - with a population of more than 45 million and at least 13 million internet subscribers - is at par with Italy ($0.27), but trails Israel ($0.05), Kyrgyzstan ($0.15) and Fiji ($0.19) in the global rankings. African countries that charge mobile internet subscribers less than a dollar to browse the web and run mobile apps are Ghana ($0.66), Libya ($0.74), Tanzania ($0.75), Mauritius ($0.75), Nigeria ($0.88), Cameroon ($0.90) and Senegal ($0.94).

In 2021 in Tanzania, independent voices argued that the government frequently used fake news and hate speech as a pretence to prevent civil society organisations and opposition political actors from saying or accessing specific information in the lawsuit number 220/2018 where its judgement was offered on 28th October 2021.

Benard Membe sued Cyprian Musiba for allegedly accusing him, without proof, of sabotaging President Magufuli’s efforts to bring about development for the people while claiming that one of the methods was in the carrying out of the run-up to the 2020 General Election in the early stages of approving the candidate for the position.

---

   (Accessed 11/3/2022)

to represent the Chama Cha Mapinduzi CCM party. Msiba, who described himself as a ‘free activist’ claiming to defend the former President Dr John Pombe Magufuli, was also using his media to explain what he claimed was done by the government in power. Members claimed to have been tainted through the media, which led to the former Editor and other executives of the media, the ‘Tanzanite newspaper’ being included with Msiba in the case. Membe became Minister of Foreign Affairs in the five-term government under former President Jakaya Mrisho Kikwete, and became the Presidential Candidate of the United Republic of Tanzania in the 2020 General Election, on the ACT Wazalendo Party ticket. In the case, Benard Membe is demanding compensation of 10 billion shillings for his name being tarnished by what he claimed was a scandal against him.  

DIGITAL EXCLUSION IN TANZANIA AND ITS IMPACT ON HUMAN RIGHTS
In Tanzania, the digital divide between urban and rural, low income and middle income is large. Currently the country is facing the following challenges which create digital exclusion in the country. These include challenges of internet disconnection, unstable connection, unavailability and unaffordability of hardware and software, unaffordability of internet bundles and digital literacy.

DIGITAL INFRASTRUCTURE AND PRIORITISATION OF ICT
Tanzania has seen considerable investment in fibre infrastructure in recent years. The government-backed National ICT Broadband Backbone (NICTBB) now extends over 7,500km in regions and districts across the country, and the Fibre Consortium (comprising Airtel, Tigo, Vodacom and Zantel) has constructed about 400 km of metro fibre in Dar es Salaam, Dodoma, Morogoro, 

Mwanza and Arusha, as well as over 1,500km of backbone fibre linking the major cities of Dar es Salaam, Dodoma, Arusha and Moshi. However, mobile technology has emerged as the key driver of digital transformation in the country. The technology enables last-mile connectivity for people without access to fixed network infrastructure, while the convenience and affordability of mobile devices, relative to other communications devices, enables personal connectivity to digital services. Mobile networks cover a wide area, making it a more cost-effective option relative to fixed-line technologies for connecting underserved areas, while rising smartphone adoption is allowing more people to use advanced, feature-rich digital services.

Despite the said efforts, the country is still experiencing some challenges with regards to digital infrastructure including unstable limited installation of cellular tower telecoms in remote/rural areas, unstable connection of communication and internet as well as limited power (electricity).

ARTIFICIAL INTELLIGENCE AND NATIONAL STRATEGY

Tanzania’s technological push on Artificial Intelligence (AI) is gaining traction, and the country has now taken a step forward by investing in it, as evidenced by the recently opened laboratory in Dodoma. The Sh1.8 billion project multidisciplinary Artificial Intelligence for Development of Africa’s Anglophone research lab at the University of Dodoma (Udom) in partnership with Nelson Mandela African Institution of Science and Technology (NM-AIST) is clear evidence.

The AI laboratory is to allow Tanzania to realise its goal of creating and benefiting from a vibrant digital economy while also transforming the nation’s manufacturing sector. In echoing Vision 2025, the late President Dr. John Pombe Magufuli emphasised during the inauguration of the 12th Parliamentary Session on 13th November 2020 the need of expanding the Broadband coverage to 80% by the year 2025. The Ministry of Information, Communication and Information Technology stated that in the 60 years of independence the industry has been developing, and currently has 270 registered newspapers and publications, more than 200 Radio, 48 Television Stations, 122 Blogs, more than 20 online radio and more that 500 online televisions.

GENDER AND ICT

Tanzania is currently facing an undeniable challenge with few girls in the ICT field. This leads to a scarcity of women role models who have thrived in STEM (Science, Technology, Engineering and Mathematics) and ICT. While the Cyber Crimes Act protects women and girls from cyber bullying, child pornography and other online attacks, the number of women using online platforms is still low compared to their male counterparts. Zaina Foundation recently noted during one of its forums that this problem has worsened so much that most women Parliamentarians are not using social media to avoid cyberbullying. Quoting the speech of Hon. Neema Lugangira (Member of Parliament), “Currently we have about 143 – 145 women MP’s in the current Parliament, but those who are active on social media are only 12 – 15 women MP’s.”

25. https://africa.ai4d.ai/blog/introducing-ai4d-africas-anglophone-multidisciplinary-research-lab/
28. This is a direct quote during her speech tendered during the US department on Democracy, Human Rights and Labour in short referred to as DRL Policy Shaping Workshop which was held in February 2022.
CONCLUSION

The right to freedom of expression in Tanzania was repeatedly violated in 2021. Online gender-based violence, suspension of the media, threats, intimidation and arrest of online users and government surveillance remain issues. A data protection law is yet to be enacted in Tanzania although the government through its Minister for Information, Communications and Information Technology has promised that the law formulation process is still ongoing. However, despite this situation, various state initiatives in promoting and protecting digital rights in the country are noteworthy such as the raising of citizens’ awareness and the reinstatement of the suspended online media (Kwanza TV, Mwanahalisi).

In view of the issues raised in this report, there is a need for the following:

• There should be an establishment of a national coalition by civil society that will advocate for the review and amendment of the Electronic and Postal Communication (Online Content Regulations of 2020, Media Service Act No 12 of 2016 and the Cyber Crime Act No. 14 of 2015, etc. This coalition should necessitate the interest of citizens in terms of decision-making and accountability.
• Civil society organisations are urged to develop a strategic plan on how to advocate for digital rights and civic space in Tanzania.
• Digital rights organisations should create more platforms and forums which will offer more digital literacy and awareness to Tanzanians. They should focus mostly on raising awareness in rural areas and capacitating government officials (policy and lawmakers).
• The government through its responsible Ministries should work together with stakeholders in formulating a data privacy law.
• The government should ensure a safe and enabling environment that will enhance and motivate young girls and women to engage in ICT studies and the use of online platforms.
• The government should reconsider the licence fee for online users to be reasonable in order to allow low-income earners to enjoy their freedom and rights on online platforms.
• Telecommunications companies that provide internet services should reduce the cost of internet bundles to end-users.
Since the beginning of the pandemic, the fundamental principles of the law on the protection of personal data have been violated. These include the principles of the right to information, the right to access, the right to object, the right to rectification, deletion, and erasure, the right to update personal data after death and the transfer of data.

“This closed space, cut up, monitored at all points, where individuals are inserted in a fixed place, where the slightest movements are controlled, where all events are recorded, where an uninterrupted work of writing connects the center and the periphery, where power is exercised without sharing, according to a continuous hierarchical figure, where each individual is constantly located, examined and distributed between the living, the sick and the dead.” This impressionistic picture of the plague painted by Michel Foucault in 1975, in his essay “Surveiller et punir”, has never been more acute than in the era of the health crisis in Togo.

Since the beginning of the pandemic, the fundamental principles of the law on the protection of personal data have been violated. These include the principles of the right to information, the right to access, the right to object, the right to rectification, deletion, and erasure, the right to update personal data after death and the transfer of data.

The report highlights violations of digital rights in Togo, from internet blackouts to cyber espionage and the introduction of new technologies creating exclusion of a segment of the population. In addition, the report reveals that there has been little communication about the massive collection of data related to the pandemic to allow citizens to take a stand. Only terse statistics related to the evolution of contact cases and deaths are regularly published by the government.
Togo’s Human Capital Index (HCI) remains low at 0.41. This means that a child born today in Togo will reach only 41% of his or her potential as an adult in terms of health, education and nutrition. The government would like to increase the human development index to 0.554 by the end of 2022, as well as reduce the unemployment rate to 2.6% and the underemployment rate to 19.4%.

Togo, a coastal country in West Africa, shares borders with Ghana, Benin and Burkina Faso and is home to just over 8 million people in 2022. Although the poverty rate declined from 61.7% to 53.5% between 2006 and 2021, poverty and inequality remain very high, especially in rural areas where 69 per cent of households live below the poverty line.

Togo’s Human Capital Index (HCI) remains low at 0.41. This means that a child born today in Togo will reach only 41% of his or her potential as an adult in terms of health, education and nutrition. The government would like to increase the human development index to 0.554 by the end of 2022, as well as reduce the unemployment rate to 2.6% and the underemployment rate to 19.4%.

Despite an unfavourable international environment, marked by crystallisation of trade tensions and the persistence of the security threat, the Togolese economy has maintained its good performance in recent years with growth driven by the confirmed recovery of public investment, the expansion of activity in the construction sector, and improved agricultural productivity. The COVID-19 pandemic could limit the economic momentum of recent years.

---

3. https://www.banquemondiale.org/fr/country/togo/overview#:~:text=Pays%20c%C3%B4tier%20d%27Afrique%20%20urbain %20(26%2C5%25)
Being the only country in West Africa that has never experienced a peaceful and democratic political changeover since its independence in 1960, Togo began a slow and difficult process of democratization in 1990. Today, the political system can be characterized as a republic in transition to democracy.

The ruling party, the Union for the Republic (UNIR), has dominated the Togolese political scene since 2013. It holds 59 of 91 seats in the National Assembly following the 2018 legislative elections. President since 2005, Faure Gnassingbé remains one of the oldest heads of state in the West African sub-region in terms of longevity in power.6

2012-2022, A DECADE OF LAWS AND VIOLATIONS

The Togolese Constitution of October 14, 1992 lays the foundations of confidentiality and guarantees each citizen “respect for his private life, his honour, his dignity and his image”. In addition, Article 29 states that “the State guarantees the secrecy of correspondence and telecommunications. Every citizen has the right to the secrecy of his correspondence and his communications and telecommunications”.7

Drafted in 1992 and then amended by the revision of May 8, 2019, this Constitution came into being at a time when human rights were beginning to assert themselves and when the democratic conditionality of development aid was still a palpable reality to which the French-speaking African states were trying to adapt.

However, it is worth noting that these provisions of the fundamental law, while remaining a general statement of faith in the principle of privacy, are nonetheless explicit enough to be interpreted to the benefit of the citizen who is the victim of an online violation. But, in spite of this, the judges up to now interpret this fundamental law in a primary sense, not taking into account the digital era and the Internet revolution. This fundamental interpretation remains very attached to the generalities of the inviolability of private correspondence.

The secrecy of communications and telecommunications in the strict sense was mainly attached to telephone and radio communications. They can allow the judge to establish a link with respect to the private life of individuals online, even if an update of this article is indeed desirable. However, the recent constitutional revision in 2019 did not take this into account.

The State guarantees the secrecy of correspondence and telecommunications. Every citizen has the right to the secrecy of his correspondence and his communications and telecommunications.

---

It should be noted, however, that a legal framework has been built on the issue of digital law in Togo since 2012. First of all, there are texts that regulate the information society and the electronic communications sector in general, but most recently texts that are now interested in digital rights have been adopted.

Law No. 2019-014 of October 29, 2019 on the protection of personal data regulates the collection, processing, transmission, storage and use of personal data. It applies to individuals, the State, local authorities, legal entities under public or private law, as well as to automated or non-automated data processing carried out on the territory of Togo or in any jurisdiction where Togolese law applies.

According to this law, the rights of the persons concerned are access to information, the right of opposition, the right to rectification and deletion of personal data and the right to erasure.

However, in Togo, digital rights are still a new reality and this notion was not necessarily assimilated into human rights at the beginning. There is a great deficiency related to the knowledge of their rights by citizens, even if in recent years, we are witnessing a strong interest of the legislator and the government in the digital issue, not for the sake of protecting the citizen, but rather for the sake of adopting the policies of the State to the digital policies and also to comply with the regional trend of fighting for digital freedoms in African countries.

INTERNET BLACKOUTS
On June 25, 2020, the Community Court of Justice of the West African regional bloc, ECOWAS (Economic Community of West African States), ruled that internet blackouts in Togo during anti-government protests in September 2017 were illegal and violated freedom of expression. The court also called on the Togolese authorities to take all necessary measures, including the adoption of laws and policies that are consistent with human rights to prevent a recurrence. A few months before this conviction, Togo had passed a law on the protection of personal data.

Although this law sets out the legal and institutional framework for personal data protection, it is clear that the state’s extensive prerogatives lead it to make decisions on data protection that are not well received. Since this data is kept on a large scale, the risks and effects of its misuse are also vast. The dark side of the digital spectrum not only threatens privacy and security, but also jeopardizes freedom of expression, information, thought and belief, and hides the truth under false information.

INCREASING ATTACKS ON HUMAN RIGHTS DEFENDERS
The news in this area continues to be occupied by blatant violations of the online privacy of citizens. Between 2019 and 2021, several reports and investigations referred to state-led cyber espionage activities targeting political leaders, journalists, and Catholic clergy.

In August 2020, an investigation by Le Monde, The Guardian and Citizen Lab revealed that two Togolese Catholic clergymen, Benoit Alowonou and Father Pierre Chanel Affognon, had been targeted through a WhatsApp vulnerability exploited by NSO Group through its highly sophisticated spyware called Pegasus. These voices that criticised the power of President Faure Gnassingbé unknowingly suffered interruptions of
Pegasus is a digital weapon developed and sold to states by the Israeli company NSO Group Technologies, officially to fight terrorism and serious crime. In Togo, it has been used against Catholic clerics, civil society activists and opposition politicians.

Another investigation by Amnesty International and several media outlets in the Forbidden Stories network reported later in 2021 that more than 300 Togolese numbers appear on the list of potential targets of the Israeli spyware, Pegasus. These numbers include political leaders, associations and journalists.\(^{11}\)

In the last quarter of 2021, yet another Amnesty International investigation revealed that the notorious group of hackers Donot Team also used fake Android applications and spyware-infected emails to attack a well-known Togolese human rights defender, with the aim of illegally placing him under surveillance.\(^{12}\)

According to the investigation report, this is the first time Donot Team spyware has been identified in attacks outside of South Asia. The investigation also uncovered links between the spyware and the infrastructure used in these attacks, and Innefu Labs, an India-based cyber-security firm.

Innefu Labs does not have a human rights policy and does not appear to implement human rights due diligence - despite the enormous risks its products pose to civil society.

---

“extraordinary circumstances” enshrined in article 94 of the constitution of the Fourth Republic, hastily adopted a law on which the entire derogatory regime will have its basis, notably the state of health emergency.

Therefore, the government is allowed to take “any measure” in order to prevent and limit the consequences of possible threats to the health of the population. The use of this phrase, which is particularly extensible and even unpredictable, deserves attention. It would seem that the Togolese government has been given a blank check.

In the name of the right of exception, many freedoms have been alienated by the accumulation of new regulations adopted in a panic, to the detriment of an overall reflection, in an unprecedented global context. Thus, the freedom to come and go on the national territory was restricted by the requirement of confinement of the population in certain cities considered close to the opposition, notably Tsévié, Sokodé and Aného.

Privacy, which includes the protection of personal data, was and continues to be abused despite the mandatory introduction of the vaccine among the Togolese population.

In fact, in order to control the spread of the virus, two prejudicial measures, such as quarantine and tracking of patients, were endorsed by the law requiring patients, travellers and citizens wishing to be tested to register on the government’s online platforms, for which no law governs the management of personal data and the responsibilities of the holders of such data.

The launch of the TogoSafe tracking application for travellers was widely discussed as being an invasion of privacy.14

---

This data-gathering intensive application uses the Bluetooth function of its user’s phone to alert them when they have been in contact with someone who has tested positive for the Coronavirus. To do this, the application relies on the Bluetooth connection data of the user’s Coronavirus-positive phone to identify the various people with whom the user has been in contact. The recommendations provided by the experts for transparency in the collection and management of data by the application are still unheeded by the government.

For example, it is necessary to ensure that the downloading and use of a tracking application is truly voluntary and that no citizen refusing to use it can suffer any disadvantage (for example, being denied access to a good or service). Also, other recommendations had proposed that the source code of this application be published beforehand, in order to give a reasonable time to experts to check its functioning. Two years after its launch, there are no reports on the impact or effectiveness of the TOGOSAFE application.

The same is true for the https://voyage.gouv.tg platform launched to dematerialise the management of travellers at the Lomé Airport. The personal data collected by the platform is transferred to other government entities, notably the immigration services, without the user being informed beforehand. Filiation information, notably the name of the traveller’s parents, is also collected without any use, whereas before the pandemic, travellers could only travel with the information recorded in their biometric passports and travel documents and an immigration form whose information was strictly related to the trip.

However, in a state governed by the rule of law, these infringements of fundamental freedoms cannot be carried out without any framework. The legislator requires that the adoption of these derogatory measures be motivated, “proportionate to the risks incurred and appropriate to the circumstances of time and place” in order to limit the consequences of possible threats to the health of the population.

---

In Togo, the establishment of the Personal Data Protection Authority (PDPA), which is an application of the law on the protection of personal data, has been slow in coming into being. And as long as the implementation of the Authority is delayed, data breaches related to COVID-19 will continue to occur.

**WHAT ABOUT ARTIFICIAL INTELLIGENCE?**

The use of digital solutions by the Togolese government is growing. Indeed, even if Togo has considerably enriched its legal framework to adapt it to the digital revolution, the issue of artificial intelligence is still under the carpet. However, artificial intelligence, although not yet having a clearly defined legal or regulatory framework, is increasingly used in the fight against COVID-19, in defiance of the most basic human rights rules.

This is the case of the “Novissi” system, which was put in place by the Togolese government at the time of the first sanitary restrictions.¹⁶ This system, in its first phase, had used data from the basic data of biometric voter cards without the consent of users, to the great indignation of political actors who had considered this a lack of inclusion, because the establishment of these biometric cards had been surrounded by controversy against the backdrop of a boycott by opposition militants.

The very use of this data at the time, without the intended beneficiaries’ affirmed consent to the use of the collected electoral data for this purpose, was itself a violation of Article 14 of the Personal Data Protection Act.

The telephone data of the inhabitants were sifted without their knowledge: frequency and duration of calls, amount of credit available on the telephone, etc.

This algorithm, which was made operational without the user’s consent, presented several biases that led to other violations and situations of inequality:

- The use of telephone data de facto excludes the rural population that does not use cell phones, as they lack the means to access them.
- The telephone data do not indicate the real precariousness of the targeted populations.
- Mobile money services are not available in rural areas.
- Operators have transferred their clients’ data to the State without informing or asking for their consent as prescribed by law.

In addition to these very real dangers (under-regulation, regulation, and deliberate abuse), we are also experiencing unprecedented risks to the right to privacy. The guarantees of privacy are floundering in too many cases. Many people are completely unaware of who holds their data and how it is being used.

This situation, in which the Togolese government communicates very little or not at all, seems to reveal the Togolese state’s eagerness to hide existing disparities.

Given that the issue of artificial intelligence is unclear in Togo, the lack of a clear definition is likely to open the door to even greater abuse.

¹⁶ [https://novissi.gouv.tg/](https://novissi.gouv.tg/)
RECOMMENDATIONS

In light of the various violations of citizens’ digital rights in recent years, it is important to make some recommendations to the various stakeholders, including the Togolese government.

Regarding the collection of data related to the pandemic and the use of new technologies, the government must:

- Take into account all international human rights standards that may be affected by the use of tracking technologies, artificial intelligence, etc. to ensure compliance with internationally accepted standards;

- Ensure the temporary nature of the devices concerned: they had to end as soon as possible and no later than September 16, 2021, as provided by the law concerning the state of emergency;

- Consider the possibility of also using other means besides artificial intelligence in order to ensure the inclusion of everyone and to keep the voluntary nature of the TOGOSAFE application and the publication of the application’s source code;

- Minimise the collection of unnecessary data related to PCR tests;

- Make only the following personal data accessible to the persons authorized to check the documents (border authorities): surname, first names, date of birth of the person concerned as well as the positive or negative result of the possession of a compliant document, excluding, in particular, the nature of the document (vaccination, negative test, certificate of recovery);

- Evaluate existing data protection laws to determine whether they sufficiently protect the right to privacy and the right to data protection in the context of pandemics and government crisis management;

- Take measures to introduce legislative and regulatory provisions framing the use of new technologies, in particular artificial intelligence, taking into account human rights achievements;

- Conduct an evaluation of the respect of human rights by all past, present and future systems based on Artificial Intelligence and being deployed to the public by the Togolese government and its partners;
• Inform and consult with Internet and human rights stakeholders on the deployment of public solutions;

• Provide all the information that is necessary for individuals to understand when and how technologies are used, particularly in the context of public services;

• Comply with the legal and regulatory provisions and the existing principles of transparency on the award of contracts for services or supplies in the field of data management;

• Enforce existing legislation where necessary to comply with the State’s obligation to protect individuals from human rights violations committed by State entities or providers;

• Take steps to ensure that all relevant regulatory bodies have access to sufficient expertise, have received appropriate training on new technology systems and their human rights implications, and have the financial and other resources they need to effectively carry out their functions;

• Prevent and mitigate the risks of discrimination associated with the use of new technologies for groups that are at increased risk of having their rights disproportionately affected by these systems;

• Allowing each user, at any time, to self-delete data on the mobile app on the central server by unsubscribing and uninstalling the app and PCR testing data.

The Government must evaluate existing data protection laws to determine whether they sufficiently protect the right to privacy and the right to data protection in the context of pandemics and government crisis management.
In 2021, Tunisia commemorated a decade since the uprising protests that toppled the 23-year-rule of the autocratic former president Ben Ali. While crucial reforms affecting digital rights took place during this last decade, major gaps in the legislation remained in effect at a time when the country witnessed major setbacks to online freedom of expression following the president’s announcement of exceptional measures on July 25, 2021.

The report provides an overview of Tunisia’s current digital rights environment, focusing on freedom of expression and the right to access to information, the national laws used to repress it, as well as the country’s adherence to international and regional commitment to the protection of human rights.
The Republic of Tunisia covers an area of 163,610 km², and shares borders with Algeria and Libya. Following the overthrow of a long-standing dictatorial regime, in 2011 Tunisia began the transition to democracy. However, on July 25th, 2021, the President proclaimed the dismissal of the Prime Minister, a freeze of the elected parliament, and his ruling by decree. The announcement has fueled growing concerns about the country entering a major political crisis.

COMPLIANCE WITH REGIONAL AND INTERNATIONAL FRAMEWORKS

Tunisia is co-signatory to several international and regional treaties and conventions, such as the International Covenant on Civil and Political Rights (ICCPR) and the African Union’s Convention on Cyber Security and Personal Data (Malabo Convention). Article 20 of the Tunisian Constitution reiterates the State’s engagement to international treaties adopted and ratified by the Assembly of the Representatives of the People. It establishes the primacy of international treaties over domestic legislation. However, in its sixth periodic report of Tunisia, the Human Rights Committee expressed concerns that the Tunisian courts rarely apply such treaties.¹

The legal framework in Tunisia comprises several texts that are in contradiction with the provisions of signed treaties. For instance, for violations of International Human Rights law, defamation and slander are criminalised under the Penal Code and subject to prison sentences.

¹ Human Rights Committee Concluding observations on the sixth periodic report of Tunisia [27 March 2020] http://docstore.ohchr.org/SelfServices/FilesHandler.ashx?enc=6QkG1d%2fPPiCAqhkB7yhshmKCIJn66GxgXK7dAYdq%2ftwMVHPk8FP3qY6wOK39uM2ZqQmvE2sWM7SDqf%2bA5tTvCdpjmay8BO5%299eJIIeN7GqzprXJfoc3MUNC%2fQ
Moreover, guidelines from the African Commission on Human and Peoples’ Rights (ACHPR), mandated to interpret the African Charter on Human and Peoples’ Rights ratified in Tunisia in 1983, state that military courts should not “under any circumstances whatsoever exercise jurisdiction over civilians.” However, while Article 110 of the Constitution stipulates that “military courts are courts of competent jurisdiction for military crimes”, civilians continue to be prosecuted before military courts, as laws in force have not yet been amended in accordance with the provisions of Article 110 of the Constitution.

FREEDOM OF EXPRESSION ON THE INTERNET IN 2021

In 2021, Tunisia witnessed an alarming increase in the number of prosecutions against journalists, political activists, and social media users for the content they shared online. Amid the protests that broke out in January 2021, on the 10th anniversary of Tunisia’s revolution, hundreds of protestors were detained, some for their online activity, and a number of activists were targeted through online harassment and physical attacks as a result of their social media posts on the protests. Protesters further used social media to document the disproportionate response taken by security forces.2

Following the July 25th presidential takeover, the military courts were increasingly used by the Presidency to press charges for “insulting the president” and “slandering the army”. According to an Amnesty International statement, over three months, between July 25 and November 2021, the military justice system investigated or prosecuted as many as ten civilians.

To contextualise, the statement reads that in the seven years between 2011 and 2018, human rights organisations documented only six cases of civilians brought before the military justice system.

Freedom of expression is protected under article 31 of the Constitution’s Rights and Freedoms chapter which is one of the two chapters of the Constitution remaining in force after the publication of the presidential decree No. 2021-117 of September 22nd, 2021, on exceptionnal measures.

Decree 117 includes several major measures:
• It suspended the Constitution with the exception of its preamble and the first two chapters, relating to general provisions and to rights and freedoms;
• It gave the possibility for the President of the Republic to legislate in all areas with no possibility of appealing against the unconstitutionality of decree laws.

The measures enshrined in this decree grant the President of the Republic unprecedented confiscatory power by the president, with no institutional controls.

ACCESS TO INFORMATION

In April 2021, Tunisian Minister of Health Faouzi Mehdi issued a ministerial order threatening sanctions against doctors and health workers issuing unauthorised statements about the COVID-19 pandemic in the media or online. The order faced backlash from civil society actors, who accused the government of censorship and of attempting to falsely portray the country’s public health situation.3

In December 2021, Article 19, an international human rights organisation criticised the government for removing private media outlets from accessing press conferences, and curbing journalists from addressing questions to the president.4 The organisation called out the Presidency’s approach of refraining from holding press conferences and giving interviews, restricting Tunisians’ right to access to information and to free and pluralistic media.5

Access to information has been enshrined in the Constitution under Article 32. Decree-law No. 115 on freedom of the press, printing, and publishing also states under Article 9 that “it is forbidden to impose any restriction impeding the free circulation of information, or which prevents equal opportunities between the various media outlets in obtaining information, or that would impede the citizen’s right to a free, pluralistic and transparent media.”

In 2016, Parliament voted for the Organic Law on the Right to Information No. 22 of 2016. The law regulates, amongst others, government bodies, public agencies, and organisations and entities that receive government funding, among others.
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It requires all of these entities to publish specific types of information, including policies and programs that concern the public, regulatory text governing activities, and certain types of statistical data all on a website that is updated at least once every three months.

Under this law, an “Access to Information Commission” consisting of nine members elected by the Parliament for six-year terms was formed in 2017. Members include judges, a journalist, a representative of The National Authority for the Protection of Personal Data, and a representative of Associations active in the fields related to the right of access to information. While law No. 22 might have shortcomings regarding the specification of deadlines for appeal, it has generally been praised in the region as a progressive step. However, the implementation of this law remains limited for several reasons, including poor understanding of this right, lack of resources and a penchant to over-rely on exemptions stated in the law including “damage to security or national defence”, as well as Protection of Personal Information.

CONCLUSION AND RECOMMENDATIONS

The findings presented in this report point to increased restrictions of Tunisians’ digital rights, compared to the previous year. Legal loopholes continue to be used to restrict freedoms, interfere in the judicial process, and stifle critics. The following recommendations are made:

- The government must withdraw the prosecutions of journalists and internet users over opinions shared online.
- The government must reform the legal framework including the penal code, the telecommunication code and the military justice code as well as undertake more efforts to protect the citizens’ rights within the digital sphere.
- The government and civil society organisations are urged to collaborate in increasing joint efforts to raise awareness over the right to access information, the implementation of the relevant law and its procedures.

The year 2021 saw some positive advances for digital rights in Uganda, although it may be said they may not have amounted to much. The abolition of the Over-The-Top tax which was replaced by an excise duty on data is a case in point. The government tightened their grip on social media further controlling freedom of speech in the country. This is largely due to the fact Ugandans generally rely on social media as an avenue for their free expression. In 2020, when measures were introduced to mitigate the spread of COVID-19, we began to witness the infringement of the principles that protect digital rights, namely internet access and affordability, Freedom of expression and right to information, privacy and data protection. The violation of these rights continued, albeit not because of the enforced measures against COVID-19. More recently, violations have mostly infringed on freedom of expression, with several individuals arrested and detained for purported online attacks on high ranking government officials.

Freedom of expression online was the most violated digital right in 2021, with several individuals arrested, charged and detained over supposedly offensive communication, computer misuse, and other charges. Despite prolonged school closure, the government of Uganda made no interventions to facilitate access to the Internet; the only available and most secure means for education and business. Moreover, e-learning left the less privileged at a disadvantage as they had no access to online classes. The report makes a number of recommendations directed at government, Parliament, civil society and the private sector in Uganda to address the continued clawback on the enjoyment and realisation of online freedoms in the country.

The report urges the government of Uganda to stem misinformation and disinformation through deliberate collaboration and partnerships with other stakeholders rather than resorting to clamping down on free expression. Further, the report enjoins the government to keep online spaces open and accessible to ordinary citizens as the basic foundation for the enjoyment of digital rights. The report calls upon the Parliament of Uganda to enact legislation that creates conditions and boundaries that define circumstances that may warrant the disruption of online access. In addition, the civil society community is urged to strengthen their advocacy initiatives for greater internet freedoms and free speech, as well as to empower citizens to identify misinformation and disinformation. Lastly, the report calls upon the private sector to implement data privacy protection measures that ensure the safety and security of private data in their possession.
The legal regime governing the digital sphere in Uganda includes the Uganda Communications Act 2013, the Anti-pornography Act, 2014, the Regulation of Interception of Communication Act 2010, the Registration of Person Act, 2015, the Nita-U Act (Act No. 4 of 2009) and the Electronic Signatures Act 2011 (Act No. 7 of 2011). As the Financial Year 2020/21 came to an end, the Government introduced a host of tax amendments affecting the sector, including:

- the introduction of a new excise tax on data services,
- the revision of Value-added Tax (VAT) on telecom Value Added Services.

Uganda, located in East Africa, is one of six countries that constitute the East African Community along with Burundi, Kenya, Rwanda, South Sudan and Tanzania. Uganda has a population of 41 million people. Fixed and mobile telephone subscriptions account for 28.9 million, internet subscriptions for 21.9 million, the teledensity stands at 68%, while broadband connections stand at 22 million. By the end of June 2021, the total number of connected smartphones or internet-enabled gadgets reached 9.7 million, while feature phones and basic phones were 22.4 million.

The legal regime governing the digital sphere in Uganda includes the Uganda Communications Act 2013, the Anti-pornography Act, 2014, the Regulation of Interception of Communication Act 2010, the Registration of Person Act, 2015, the Nita-U Act (Act No. 4 of 2009) and the Electronic Signatures Act 2011 (Act No. 7 of 2011). As the Financial Year 2020/21 came to an end, the Government introduced a host of tax amendments affecting the sector, including:

- the abolition of the Local Excise Duty on Over-the-Top Services (OTT),
- the introduction of a new excise tax on data services, and
- the revision of Value-added Tax (VAT) on telecom Value Added Services.
Uganda is party to the International Covenant on Civil and Political Rights (ICCPR), the International Covenant on Economic, Social and Cultural Rights (ICESCR), the Convention on the Rights of the Child (CRC), the Convention on the Elimination of All Forms of Discrimination against Women (CEDAW), the International Convention on the Rights of Persons with Disabilities (CRPD), the International Convention on the Protection of the Rights of All Migrant Workers and Members of their Families (ICRMW), the International Convention for the Protection of All Persons from Enforced Disappearance (ICPPED), and the African Charter on the Rights and Welfare of the Child (ACRWC). However, being a state party to these international and regional instruments, and having domesticated them into national legislation has not insulated citizens from violation of various rights including freedom of expression, the right to privacy, access to information and protection from discrimination.

IMPACT OF COVID-19 REGULATIONS ON DIGITAL RIGHTS AND INCLUSION

During the course of 2021, the country remained under lockdown with pre-primary, primary and secondary schools closed. According to Unicef, Uganda’s schools recorded the longest COVID-19 induced closure of schools. While government COVID-19 prevention guidelines recommended online classes and the use of radio programmes, and printed materials, given the lack of access to smartphones, computers, poor networks and the high costs of data, multitudes of learners were closed out of the education system.

FREEDOM OF EXPRESSION ONLINE IN 2021

As observed in 2020, measures introduced to mitigate the spread of COVID-19 infringed internet access and affordability, freedom of expression and access to information, privacy and data protection. While in 2020, these rights were violated under the guise of COVID-19 measures enforcement, the violations continued into 2021 on account of committing offenses including defamation, criminal libel and offensive communication, and promotion of sectarianism.

In 2021, freedom of expression online was greatly threatened, notably through the use of The Computer Misuse Act, 2011 and the penal code. Those charged under this law included online publishers, bloggers, writers and ordinary netizens. On December 28 2021, plain-clothed gunmen arrested renowned novelist and political activist Kakwenza Rukirabashaija, taking him to an unknown destination. The situation seemed to be linked to a tweet from December 27 appearing to ridicule the first son and commander of the Land Forces, Lt Gen Muhoozi Kainerugaba. Before he was arrested, Rukirabashaija tweeted: “I’m under house arrest. Men with guns are breaking down my door. They say they’re policemen but are not in uniform. I’ve locked myself inside.”

At the close of 2021, Rukirabasaija was still in custody, incommunicado and had not been arraigned in any court of law, nor had his family or legal representatives been granted communication.
This was the third time he was being arrested in the last two years, following arrests in April and September 2020, on account of his political writing.⁶

**PRIVACY, DIGITAL IDS AND SURVEILLANCE**

Throughout the year, there were concerns about data protection and data privacy in Uganda. The Data Protection and Privacy Act 2019 (DPPA) was passed into law in 2019, giving effect to the right to privacy under Article 27(2) of the 1995 Constitution of the Republic of Uganda. In March 2021, the Data Protection and Privacy Regulations, 2021 were passed and approved. The regulations provide additional provisions aimed at protecting digital privacy. However, according to a report published by Unwanted Witness, evidence on the ground shows the majority of Ugandans are not guaranteed those rights in daily practice.

A report released November 5th 2021 by Unwanted Witness, titled “A Privacy Policy Scorecard Report: The Scorecard Approach,” reveals glaring gaps in most Ugandan organizations’ compliance with data protection and privacy laws. The average company score assessed was 35%, a worrying start for compliance with Uganda’s Privacy and Data Protection Act, in a wider, already troublesome context of governmental digital rights suppression and digital surveillance. More than half of the organizations assessed had robust data security, and 40% complied with privacy best practices.

However, when it comes to providing users with information before collecting their data, indicating the third parties with whom that data will be shared, and disclosing how much data will be provided to those parties (including the government and law enforcement), the organizations perform poorly across the board.⁷

The report argues that there are gaps in digital privacy in Uganda, and without stringent compliance with data protection and privacy rules, as pointed out by the report, both government and corporations are indeed at risk of violating citizens’ rights. On the brighter side, CSOs in Uganda, petitioned the National Information Technology Authority (NITA-U) over SafeBoda, a motorbike taxi-hailing company that did not have a privacy policy. SafeBoda made effective changes and has one of the best privacy policies today as a result.

Ndaga Muntu is Uganda's national digital ID. It was primarily conceived to address national security concerns with a focus on fighting terrorism and illegal employment, creating an inclusive and human-centric identification system that assures all citizens and non-nationals access to social and basic services without exclusion or discrimination.

Unfortunately, the system has fallen short of its aspirations and instead exacerbated already existing exclusions. The inability to obtain a digital
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⁶ Chimpreports Uganda security arrest writer Kakwenza Rukirabashaija  
(Accessed 20 January 2022)

ID has grave ramifications for the enjoyment of basic human rights and services. The situation is even more dire for women who consequently face barriers in accessing public health facilities and the elderly who cannot access social security as they cannot provide their date of birth, and age. There are however, several other services such as applications for a passport or driving license, opening a bank account or even registering a sim card that by law require a national ID or a National Identification Number (NIN).

In March 2020, the Minister of Internal Affairs, in a statement to Parliament of Uganda revealed that at least 16.8 million Ugandans aged 16 and above registered with the National Identification and Registration Authority (NIRA) had not accessed their National Identity Cards.8

ACCESS TO INFORMATION
The abolition of the unpopular OTT tax, however, did not amount to much, as this tax was simply disguised as an excise tax on data services, of 12%.9 This keeps data costs high and might potentially affect online access for some populations unable to afford to use as much data as they would like to stay online. This law, enacted in 2018, was criticized for undermining the efforts to increase access to and affordability of ICTs by a large majority, thus denying a large population access to critical information and citizen participation in democratic processes. Within the first year of the social media tax, Uganda lost five million internet subscriptions due to the negative effects of the tax.10

INTERNET DISRUPTIONS
The year kicked off with a bout of internet disruptions. In the run-up to the January 2021 general elections, Facebook shut down several supposedly ‘fake and duplicate’ accounts that the social media network claimed had been connected with the Ministry of ICT to impersonate users and boost the popularity of posts.11

8. Daily Monitor, 17m Ugandans have no national IDs - government, 5 March 2020
11. PCTECH Facebook Confirms Shutting Down Government-linked Accounts (ptechmag.com) (Accessed 13 January 2022)
In a televised address, hours later, President Museveni accused Facebook of being arrogant and instructed the government to close the platform, along with other social media outlets. Speaking at the time of the closure, the government spokesperson, revealed that the “government of Uganda would maintain its shutdown of the Internet, Facebook, Twitter and other social media platforms, until the government deemed it safe to be used to inflame tensions”, adding that the government was analyzing the situation and sites would be restored on “a case-by-case basis.” Four days after the elections, the internet and other social media sites apart from Facebook resumed operations.

On November 4, 2021, a group of about seven people in plain clothes kidnapped a journalist, Pidson Kareire, the Managing Editor of The Drone Media, who they tortured for a week before they arraigned him before Buganda Road Court. He was charged with offensive communication and criminal defamation. The abductors claimed he had defamed Deputy Speaker of Parliament, Anita Among. The case was adjourned to January 2022. On 7 March 2022, the case came up for mention at Buganda Road Court but was further adjourned.

In June 2021, a senior government official was quoted saying that “Facebook had been restored”. However, many individuals can to this day still not access either, unless accessed through a costly VPN. It is not clear why the government made the false claim about re-opening Facebook. The shutdown continues to affect people running and promoting their businesses on the platform.

HATE SPEECH, MISINFORMATION AND CRIMINAL DEFAMATION LAWS

Earlier in the year, a magistrate court on 27th May 2021 remanded two journalists, Pidson Kareire and Darious Magara of Drone Media and the East African Watch respectively, to Kitalya Prison on charges of criminal libel and offensive communication, contrary to section 179 of the Penal Code Act. The prosecution alleged that the pair and others at large, published defamatory stories about road construction company, Dott Services Ltd. between October and November 2020 in Kampala and thereabout by means of online platforms Drone Media and East African Watch.

The story challenged the company’s ability to build quality roads linking Uganda to Democratic Republic of Congo. However, said stories stemmed from a debate in Parliament regarding Dott Services’ performance. The charges against the two journalists were on 17 December 2021 withdrawn by the Director of Public Prosecutions.

On November 4, 2021, a group of about seven people in plain clothes kidnapped a journalist, Pidson Kareire, the Managing Editor of The Drone Media, who they tortured for a week before they arraigned him before Buganda Road Court. He was charged with offensive communication and criminal defamation. The abductors claimed he had defamed Deputy Speaker of Parliament, Anita Among. The case was adjourned to January 2022. On 7 March 2022, the case came up for mention at Buganda Road Court but was further adjourned.
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14. The Drone Media Thugs kidnap, torture journalist in the name of police - The Drone Media (Accessed 0 January 2022)
16. Update provided by Ms. Diana Nandudu, Legal Officer, Human Rights Network for Journalists on 18 March 2022
The report argues that the Ugandan government has sacrificed the potential of digital ID for social inclusion and the realization of human rights at the altar of national security. Consequently, millions of people that have no national identification number/card have been excluded from accessing services and enjoyment of basic rights.

Section 66(2) of the Registration of Persons Act, 2015 sets mandatory prerequisite of having an identification number issued by the government of Uganda to enjoy a wide range of key services including:

- issuance of a passport, or drivers license,
- registration of a mobile phone number/sim card,
- opening bank accounts,
- purchase, transfer and registration of land,
- transactions pertaining to pensions and health insurance and
- application for public government services.

Consequently, millions of people that have no national identification number/card have been excluded from accessing services and enjoyment of basic rights.

DIGITAL EXCLUSION IN AFRICA AND ITS IMPACT ON HUMAN RIGHTS

A 0.5% levy imposed on all mobile money transactions under the Excise Duty (Amendment) Act 2018 continues to lock many out of the digital economy. This law remains in effect. Furthermore, this tax was introduced during the prolonged school closure, noted as the longest education institutions closure globally, a period during which students were being taught online. These online classes left many children of low-income families without education.

Moreover, a June 2021 report Chased Away and Left to Die: How a National Security Approach to Uganda’s National Digital ID has led to Wholesale Exclusion of Women and Older Persons shows how the national ID has led to mass exclusion, shutting out as many as one third of Uganda’s adult population and has become a barrier for women and older persons, as well as many other marginalized individuals, in accessing their human rights. The report argues that the Ugandan government has sacrificed the potential of digital ID for social inclusion and the realization of human rights at the altar of national security.

In a separate incident, 58-year-old blogger, Ibrahim Tusubira aka Isma Olaxess, was arrested on November 21, and appeared before court on November 24 to answer charges of promoting sectarianism contrary to section 41(1) (a) and (d) of the penal code. According to his prosecutors, on 17 November 2021, Tusubira recorded and published “a video with utterances degrading, reviling, exposing to hatred or contempt; raise discontent or disaffection and promoting in many other ways feelings of ill will or hostility among or against any group of persons on account of religion”. In the viral video, Tusubira urged terrorists to bomb Parliament and churches so as to kill Christians in revenge for what he called "continued persecution of Moslems". The video was recorded in the aftermath of four bombings in two months that led to the death of nine people.

The report argues that the Ugandan government has sacrificed the potential of digital ID for social inclusion and the realization of human rights at the altar of national security.

The Eastafrican Uganda Kept Schools closed longest - UNICEF

17. Newsday Blogger Isma Olaxess charged, granted bail


The African Union has prepared a Digital Transformation Strategy for Africa. The strategy recognises the efforts of the continent’s leadership to prioritise and accelerate digital transformation. In Uganda, the ICT sector, one of the fastest growing sectors is also viewed as one of the potential catalysts for a post-COVID-19 recovery. According to the World Bank Group (WBG)’s 2020 Uganda Digital Economy for Africa (DE4A) report, this growth is driven by a number of conducive Government policies, such as the increased investment by the Government and private sector in fiber infrastructure, and the significant uptake of mobile phone subscribers.

While at least 95% of the population is covered by mobile telephony networks (2G), mobile broadband (3G and 4G) geographic coverage is only at 50%. Given the limited broadband access, the use of the Internet by enterprises and the public sector remains very low. The quality of service also remains problematically low.

According to the WBG, the government of Uganda’s (GoU) ability to deliver public services digitally has in recent years been spurred by investments in shared IT facilities and service delivery platforms. In fact, Uganda is currently ranked 137 out of 193 countries on the 2020 UN e-Government Development Index, up from 156 five years ago. These investments include government cloud-based data centers, data exchange and integration platforms, SMS and e-payment gateways as well as in digital authentication services—translating into over 80 sectoral e-services shared by Ministries, Departments and Agencies (MDAs). There have also been efforts to strengthen and streamline the ICT sector through the implementation of policy and regulatory mechanisms such as a policy for achieving universal internet access in the country.

The GoU is also working on the Digital Uganda Vision (DUV), and the Digital Transformation Program (DTP) - whose aim is to increase ICT penetration and use of ICT services for social and economic development.
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22. World Bank Group, Uganda Digital Economy Assessment: Country Diagnostic (worldbank.org) (Accessed on 1 April 2022)
ARTIFICIAL INTELLIGENCE
NATIONAL STRATEGY
The government of Uganda has produced a National Fourth Industrial Revolution (4IR) Strategy that outlines how the government plans to implement and adopt the fourth industrial revolution technologies in the country. The strategy covers the government’s plans to leverage technologies such as blockchain, IoT, Big Data for competitiveness and human development in Uganda.

The strategy highlights key enablers that will facilitate the strategy namely;
• 4IR connectivity,
• agile governance,
• upskilled population,
• e-Government and
• Resource mobilisation.

The strategy recognises the immense opportunities of 4IR in trade, health services and other public affairs sectors. However, the poor digital infrastructure, a restrictive legal and policy regime, coupled with poor access to the internet will greatly hamper progress on the AI front for now.

GENDER AND ICT
Uganda scored 0.717 in the 2021 global gender gap (GGG Index) which measures economic participation and development. According to Wougnets, a majority of women in Uganda are excluded from freely expressing themselves and accessing information on social media because of the retrogressive existing legal and policy frameworks, lack of access and affordability of ICTs, increased incidences of online gender-based violence, as well as lack of knowledge and skills to safely navigate the online platforms.

Similarly, women are still lagging behind men in their ability to take advantage of the power of digital technologies, with only 48% of women being online, compared to 58% of men globally. In Africa, only 22.6% of women are online, compared to 33.8% of men while in Uganda only 44% of women are online, compared to 62% of their male counterparts, further reflecting the gender digital divide.

Moreover, women remained locked out of digital rights access owing to negative cultural and gender norms, poor ICT infrastructure and the costs of internet enabled gadgets, as well as data for connectivity. During the COVID-19 lockdown, girls were more unlikely to access online classes because they had been assigned household and other chores by their parents. The gender divide in accessing ICTs in Uganda remains debilitating and will require strategic and systematic interventions to address it.
CONCLUSION

The upholding of digital rights in Uganda remained in a state of flux, with growing connections and subscriptions, while the government continued to stifle freedom of expression. However, violations significantly decreased in 2021 compared to 2020. This decline is attributed to the end of the violent Presidential and Parliamentary elections held in January 2021, and the easing and eventual lifting of the COVID-19 lockdown that had been a key excuse for security agents to arrest journalists, detain and mistreat media, political and civil society actors. Despite this decline, the number of individuals whose online freedoms were violated remains high.

“Despite this decline, the number of individuals whose online freedoms were violated remains high.”
RECOMMENDATIONS

Government
The government must do the following:
• Establish mechanisms to stem misinformation and disinformation. This is best achieved through collaboration with key stakeholders, and not through the stifling of free expression.
• The government must work closely with platforms and internet businesses to provide affordable quality gadgets and reliable internet services, ensuring wide access to and enjoyment of digital rights.
• Desist from disrupting and closing online spaces as this denies citizens vital information, spaces to express themselves and opportunities to carry out business.
• Revise national laws to repeal ethnic discrimination in acquiring Ugandan nationality.
• Support the adoption of the draft protocol to the African Charter on the Right to a Nationality and the Eradication of Statelessness in Africa.
• Enact laws that stipulate internet governance, such as circumstances under which it may be disrupted.

Civil Society Organisations (CSOs)
CSOs must do the following:
• Continue advocating for the decriminalization and implementation of measures that undermine free speech.
• Advocate and empower ordinary citizens with the skills and tools to identify hate speech, as well as misinformation and disinformation.

Private Sector
• Organisations having access to private data should establish safety policies to ensure responsible and ethical data management.
The Londa Zambia report highlights the state of digital rights and inclusion in the country in the year 2021. The year under review was notable in the Zambian ICT policy and legal landscape and the African Union Convention on Cybersecurity and Personal Data Protection was ratified. In addition, the Cybersecurity and Cybercrimes Act and Data Protection Act came into force while the Electronic Commerce and Transactions Act was repealed. Furthermore, there was commitment to review and enact the long awaited Access to Information bill which has been in existence for about 20 years. The country experienced a partial internet shutdown, which was challenged by a local human rights organisation during the highly contested August general elections which saw the introduction of a new government. Generally, there was a spike in cases of online gender based violence, especially during the election period where female politicians were targeted.

This report proposes some key recommendations targeted at government, CSOs, academia and human rights defenders focused on harmonisation of the country’s ICT legal frameworks in line with the standards of the African Union Convention on Cybersecurity and Personal Data Protection, enforcement of the new data protection law and review of the Cybersecurity Act. Further recommendations on maintaining an open, safe and secure internet environment, raising awareness among the public on the new cyber and data protection laws as well as generating efforts to understand the nature and prevalence of online GBV in the country are made.
Known as one of the first countries in sub-Saharan Africa to receive full internet connectivity in late 1994, Zambia's population rose to 18.4 million in 2021. The population of Zambia continues to be dominated by a youthful citizenry representing over 50% of the country’s total population.

In August of 2021, Zambia ushered in a new government after a tightly heated race that saw President Hakainde Hichilema emerging as the winner, having secured 59% of the total votes.

The Gross Domestic Product (GDP) decreased to USD 18.1 billion in 2020 from USD 23 billion in 2019. At the close of 2021, the country’s annual inflation rate decreased to 16.4% from the highest record of 22, recorded earlier in February 2021. The projected growth was due to growth in the ICT, manufacturing and construction sub-sectors coupled with investor confidence in the new administration which is expected to enact business friendly policies and negotiate for a comprehensive debt restructuring deal with the International Monetary Fund.
The internet penetration rate in 2021 stood at 56.3% representing 10.4 million people while the mobile phone penetration rate stood at 107%, a percentage that is attributed to the fact that people in Zambia often own more than one mobile phone and multiple sim cards. In contrast, estimates from DataReportal’s Digital in 2022 report identify an internet penetration rate of 29.4%. Majority of the population accessing internet services in the country use mobile broadband (56%) compared to those who use fixed line subscriptions (0.5%).

Zambia continues to maintain 17 internet service providers and three mobile network providers although a licence was granted to Beeline Telecommunications in February 2021, whose operations are now expected to launch in June 2022, after the company failed to launch six months after securing a licence.

Information Communication Technologies (ICTs) are governed under the newly created Ministry of Technology and Science and regulated by the Zambia Information Communications Technology Authority (ZICTA).

In terms of the mobile gender gap, the 2018 ZICTA ICT survey revealed a relatively small difference in percentages of mobile phone access and ownership by women and men.

Out of all the active mobile phone users 51% were women while 57% were men, and as for mobile phone ownership more men at 87% owned mobile phones compared to women at 81%. On the other hand, 6% of women had knowledge on how to use a computer, compared to their male counterparts who were pegged at 8%.
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9. IT Web Africa (2021) [n 11 above].
12. ZICTA (2021) [n 8 above].
13. ZICTA (2021) [n 8 above].
The Constitution of Zambia, 1996 recognises and guarantees the rights to freedom of expression, access to information, freedom of assembly and association and the right to privacy.

In March 2021, Zambia enacted its first Data Protection Act (2021) and Cyber Security and Cybercrimes Act (2021) and passed a National Cybersecurity Policy (2021) and National Postal Policy. In addition, the Electronic Commerce and Transactions Act (2021) was reviewed while several other bills such as the e-Government Bill (2021) and the Postal and Courier Services Bill (2021) were drafted. The National ICT Policy of 2006 is still under review.

The right to privacy is to some extent protected through the Cybersecurity and Cybercrimes Act 2021 and Data Protection Act 2021 while freedom of expression and the press is protected through the Independent Broadcasting Authority Act (as amended in 2010) and Zambia National Broadcasting Corporation (ZNBC) Act (as amended in 2017), however, these two legislations do not apply to non-broadcast areas such as the Internet. Furthermore, Zambia lacks explicit laws on the right to assembly and association, and on access to information.

The 20 year old Access to Information bill (2013) is still awaiting enactment and reasons for the delay could be attributed to the previous government’s concerns over national security in that the bill could compromise classified information.

However, in November 2021, government announced that it was prioritising the enactment of the Access to Information Bill (2013) and Zambia Media Council (ZAMEC) bill (2019), a bill meant to provide media self-regulation mechanisms and promote professionalism and accountability in the media sector. In 2020, then Ministry of Information and Broadcasting Services launched the revised Media Development Policy 2020 that aims to set out the Government’s vision and mission to promote freedom of expression by guaranteeing press freedom.

The Constitution of Zambia, 1996 recognises and guarantees the rights to freedom of expression, access to information, freedom of assembly and association and the right to privacy.
In November 2021, Zambia ratified the African Union Convention on Cybersecurity and Personal Data Protection (Malabo Convention)\(^\text{28}\) which fosters harmonisation of the new cyber laws with other national frameworks and regional cooperation on matters of cybersecurity, cybercrime and data protection. Zambia is party to the African Charter on Human and Peoples Rights (ACHPR)\(^\text{29}\) and International Convention on Civil and Political Rights (ICCPR)\(^\text{30}\) which affirm the protection of access to information and freedom of expression both offline and online.\(^\text{31}\)

**FREEDOM OF EXPRESSION IN 2021**

In the year under review, the enjoyment of freedom of expression and access to information online was tried. According to a 2021 report by Amnesty International, human rights in Zambia had deteriorated in the last five years with restrictions on freedom of expression, assembly and association both offline and online, which were based on national security and public health concerns.\(^\text{32}\) Furthermore, the enactment of the Cybersecurity and Cybercrimes Act (2021) incited fears among internet users that the law would be used to penalise online conversations especially on social media, and this led to a culture of self-censorship among users who feared being cited for cyberbullying. A group of civil society organisations including Chapter One Foundation, Bloggers of Zambia, Gears Initiative and Peoples Action for Accountability and Good Governance in Zambia (PAAGZ) challenged in the High Court, several provisions of the Cybersecurity Act on grounds that it is unconstitutional and threatens the right to freedom of expression, among others.\(^\text{33}\)

In particular, Section 54 was challenged for being overly vague and prone to abuse by facilitating detentions and arrests of journalists and other internet users.

---

31. Article 9 and Article 19 respectively.
In the same month, the Electoral Commission of Zambia (ECZ) announced a 14 day suspension on campaigning by two major political parties due to political violence in Lusaka and three other districts, in addition, roadshows and physical campaigning that involved large groups of people were banned to avoid the spread of COVID-19.

PRIVACY AND SURVEILLANCE

Despite the erection of Closed-Circuit Television (CCTV) cameras across the country on major highways and in public places under the Smart City Project in 2020, legal frameworks specific to CCTV that could govern the use and management of these technologies are still lacking, sparking fears that the cameras could be used for surveillance and spying activities on political opponents, Human Rights Defenders (HRDs) and the public.

IMPACT OF COVID-19 REGULATIONS, ONLINE GBV AND ELECTIONS ON DIGITAL RIGHTS AND INCLUSION

The COVID-19 pandemic continued to be a growing problem in 2021. The country was hard hit in June and went on a partial lockdown. During this period, schools, universities and workplaces turned to remote working as a lifeline. The Zambia National Women’s Lobby (ZNWL) noted that online gender based violence (OGBV) increased during this period due to the increased use of internet and digital technologies and further increased during the election period and female politicians were most affected by cyberbullying, hate speech and sexual harassment.

In addition, the legislation provides excessive powers to the enforcers such as cyber inspectors, law enforcement, and the Minister in charge of ICTs and prescribes broad and vague provisions that have the potential to shrink the democratic space which has largely been aided by online communications.

Attempts for wider consultation with various stakeholders in 2020 and 2021 prior to enacting the three ICT legislations were made through Internal Legislative Committee meetings by the Ministry of Justice and then Ministry of Transport and Communications, however this process was criticised for being done in a rushed manner.

In the same month, the Electoral Commission of Zambia (ECZ) announced a 14 day suspension on campaigning by two major political parties due to political violence in Lusaka and three other districts, in addition, roadshows and physical campaigning that involved large groups of people were banned to avoid the spread of COVID-19.

---

Political parties turned to online platforms for campaigning, although the media was also barred from covering political activities in the affected districts. In the same vein, an opposition political party leader was barred from campaigning for using hate speech and breaching the electoral code of conduct.40

INTERNET DISRUPTIONS AND OTHER DIGITAL RIGHTS VIOLATIONS

In the period covered by this report, no digital rights related arrests were recorded, however, on polling day on August 12, 2021, the country experienced a partial internet shut down which lasted until 14th August 2021.41 Connectivity to social media platforms such as WhatsApp, Facebook, Messenger and Twitter were slowed down and eventually graduated into a complete social media blackout. Reports from the Open Observatory of Network Interference (OONI) indicate that social media sites were blocked and there was a significant loss in internet connectivity, confirming that the three network providers were using the same technique to restrict internet access and social media sites.42 While people used Virtual Private Networks (VPNs) to bypass the partial network shutdown, Chapter One Foundation filed a high court order against ZICTA to restore the Internet.43

AN ANALYSIS OF THE COUNTRY’S PERFORMANCE FROM THE PREVIOUS YEAR

The year 2021 saw a lot of movement in the Zambia ICT policy and legal landscape. Several pertinent ICT related laws and policies were enacted and reviewed - the country enacted its first data protection law, although the institutional frameworks for its enforcement are yet to be established. The Malabo Convention was ratified within record time and the Ministry of Technology and Science established, spurring hope for the growth of ICTs through a new ICT policy, innovation and digital inclusion. Through the swift restoration of the 2021 partial internet shutdown, the year also highlighted a commitment by local authorities to safeguard digital rights and a renewed commitment by CSOs to push back on digital rights violations and internet shutdowns.

42. OONI 2021 (n 36 above).
CONCLUSION

Zambia faced a number of digital rights challenges in the past that have remained detrimental to the tenets of a free internet freedom environment. These challenges have been caused by the existence of certain unconstitutional legal provisions, the absence of laws such as access to information and the non-ratification of the Malabo Convention. However, the policy and advocacy actions in 2021 spurred a renewed hope for enhanced internet freedom in the country. Nonetheless, Zambia has a vibrant ICT sector whose policies and practice require a multi-stakeholder and comprehensive approach.

RECOMMENDATIONS

Legal and Policy landscape
• Following the ratification of the African Union Convention on Cybersecurity and Personal Data Protection, there’s a need for the government to harmonise both old and new ICT legal frameworks in line with the standards of the Convention.

• Following the enactment of the Data Protection Act (2021), there is a need for the government to establish institutional frameworks for data protection enforcement - Data Protection Authority, including the appointment of a competent and independent Data Protection Commissioner.

• There is a need for government to review problematic clauses in the Cybersecurity and Cybercrimes Act (2021) and complete the review process of the National ICT Policy (2006) alongside establishing strategies for making the Internet affordable, meaningfully accessible, enhancing citizens’ digital literacy skills and facilitating the access to e-services such as e-gov, e-health, e-learning etc.

• There is a need for the government to enact policies to govern the procurement, development and use of Smart City Initiates in the country.
Civil society and HRDs must continue to push for the review of the Cybersecurity Act, National ICT Policy and enactment of policies for Smart City initiatives.

**Network disruptions and other digital rights violations**

- The government must commit to maintaining a free and open internet environment that promotes online platforms as spaces for civic engagement, access to information, innovation and development in line with Part 5 of the African Commission on Human and Peoples’ Rights’ (ACHPRs) Declaration of Principles of Freedom of Expression and Access to Information on the Internet in Africa.

- In addition, there is a need for civil society organisations and HRD to continue playing the watchdog role to ensure that the Internet is kept open, safe and secure.

**Public Awareness on National Cyber Laws and Data Protection**

- There’s a need for awareness-raising efforts by government, government agencies, civil society and other stakeholders toward creating citizen awareness and understanding of existing cyber laws, particularly for journalists, and their associated safeguards and application to everyday online life. In addition, there is a need to sensitise internet users on data protection and privacy.

**Online Gender-Based Violence**

- There is a need for civil society organisations, academia and government agencies to further understand the true extent and prevalence of online GBV in the country and to further craft the necessary advocacy strategies and policy protective measures in order to discourage digital exclusion based on gender, especially for women politicians who are most affected during election periods.
This report highlights new developments in Zimbabwe’s digital rights and digital inclusion landscape. It analyses freedom of expression, access to information and privacy in the digital age. Emerging technologies such as Artificial Intelligence (AI); internet use and access including gender and ICTs; and digital rights in the context of the COVID-19 pandemic are also discussed. The African Commission on Human and Peoples’ Rights (ACHPR) adopted the 2019 Declaration of Principles on Freedom of Expression and Access to Information in Africa (the ACHPR Declaration).¹

The ACHPR Declaration elaborates the scope of article 9 of the African Charter on Human and Peoples’ Rights (the African Charter), which provides for the right of freedom of expression and access to information. The Declaration provides a yardstick against which Zimbabwe’s performance in this report will be assessed. The report concludes with proposed key recommendations for key stakeholders that can foster a digital rights culture in Zimbabwe. These include the need for the government to respect and promote human rights in the digital age through the adoption and implementation of legal, policy and institutional frameworks that are aligned with international standards.

Zimbabwe is a Southern African country with an estimated population of 15 209 973 people, of which 67.7% live in rural areas and 32.3% in urban areas. The digital divide is a serious concern as the majority of the population lives in rural areas. This was more evident in the context of the COVID-19 pandemic. This divide calls for the government to prioritise rural areas and employ a digital rights budgeting lens in ICT development and increase broadband access.

The education sector was hard hit as the school calendar remained wavering. Children’s erratic access to education in 2021 was a result of the constant shifts in the school calendar spotlighting the need for the Internet as an enabler of human rights such as the right to education.

The Zimbabwean ailing economy worsened by the impacts of COVID-19 is on a slow recovery trajectory. The country’s ailing economy slightly improved in 2021, a development attributed to a good agricultural yield, improved use of capacity in the industry and stable exchange rates. The Gross Domestic Product (GDP) was US$25.79 billion at the end of 2021.

The education sector was hard hit as the school calendar remained wavering. Children’s erratic access to education in 2021 was a result of the constant shifts in the school calendar spotlighting the need for the Internet as an enabler of human rights such as the right to education.

---

The Constitution of Zimbabwe (the Constitution) provides for the right to privacy under section 57, freedom of expression under section 61, access to information in section 62, equality and non-discrimination under section 56 and human dignity under section 51. Zimbabwe is yet to ratify the 2014 African Union Convention on Cyber Security and Personal Data Protection (Malabo Convention). The Malabo Convention seeks, among other things, to address issues related to the protection of personal information, the risks and dangers associated with the use of electronic data and cybercrimes. However, there is an inadequate implementation of the stated standards.

The COVID-19 pandemic necessitated the migration of offline education to online platforms. However, in Zimbabwe, children in rural communities were left behind in accessing virtual learning. Learners in rural areas constitute about 70% of the total learner enrollment in the country but they do not have meaningful internet access. COVID-19 in essence unearthed the need for internet access for all. The reliance on COVID-19 regulations to stifle freedom of expression and access to information in the form of criminalisation of disinformation has an adverse impact on digital rights. Section 14 of Statutory Instrument 83 of 2020 (S.I 83) criminalises false publishing of information about any public officer, official or enforcement officer involved with enforcing or implementing the national lockdown or any private individual that has the effect of prejudicing the implementation of the national lockdown with a criminal penalty not exceeding level fine or 20 years imprisonment. The criminal penalty has a chilling effect on freedom of expression and access to information offline and online. This offence has in the past been used to prosecute media practitioners for sharing information online.

---

8. See arts 2, 5 and 9 of the African Charter, arts 3, 10 and 19 of the ICCPR, arts 2 and 3 of the Maputo Protocol and art 2 of CEDAW.
10. See the African Union Convention on Cyber Security and Personal Data Protection preamble.
12. Statutory Instrument 83 of 2020 (S.I 83) https://www.veritaszim.net/node/4046 [accessed on 23 January 2022]. Section 14 reads as follows: ‘For the avoidance of doubt any person who publishes or communicates false news about any public officer, official or enforcement officer involved with enforcing or implementing the national lockdown in his or her capacity as such, or about any private individual that has the effect of prejudicing the State’s enforcement of the national lockdown, shall be liable for prosecution under section 31 of the Criminal Law Code (“Publishing or communicating false statements prejudicial to the State”) and liable to the penalty there provided, that is to say a fine up to or exceeding level fourteen or imprisonment for a period not exceeding twenty years or both.’
FREEDOM OF EXPRESSION

Freedom of expression is a fundamental right that is guaranteed in international law and standards. It is provided for under article 9 of the African Charter and further elaborated in the ACHPR 2019 Declaration. In terms of compliance, States must facilitate the rights to freedom of expression and access to information online and the means necessary to exercise these rights. In view of the incidents in 2021, this right is not fully protected in Zimbabwe. The Movement for Democratic Change Alliance (MDC) politician, Job Sikhala was charged for communicating falsehoods on Facebook and Twitter. This was in violation of the declared unconstitutional section 31(a) (iii) of the Criminal Law (Codification and Reform) Act, 2004 (the Criminal Code). A journalist, Hopewell Chin’ono and then MDC politician Advocate Fadzayi Mahere were arrested and charged with the same outlawed provision. Such charges tend to impose undue self-censorship on political actors, human rights defenders or media practitioners, thwarting the enjoyment of freedom of expression.

On 26 May 2021, a journalist, Jeffrey Moyo was arrested in Harare and charged with violating the Immigration Act, 1979. The allegations were that he misrepresented to an immigration officer about the accreditation of two New York Times journalists. Arbitrary arrests of journalists are tantamount to intimidation and harassment of media practitioners in the performance of their mandate and interfere with their ability to express themselves freely both offline and online. On 2 March 2021, a ZANU-PF legislator moved the motion in Parliament for a debate on the Patriotic Bill.
The proposed law poses a threat to freedom of expression in that it proposes criminalisation of any acts that are deemed to give a bad image of the country or false news made to foreign governments about Zimbabwe.\textsuperscript{21} If passed, the Patriotic Bill will likely be used to stifle the voices of human rights defenders, civil society organisations and political activists in performing their designated mandates. While a possible motivation behind such a law is to categorise such speech as prohibited speech, principle 23(1) of the ACHPR Declaration states that prohibited speech is speech that ‘advocates for national, racial, religious or other forms of discriminatory hatred which constitutes incitement to discrimination, hostility or violence.’ Merely presenting a bad record of a country cannot fall within the definition of prohibited speech to warrant a justifiable limitation on freedom of expression. The Declaration provides that States must not prohibit speech that merely lacks civility or which offends or disturbs them. In this lies the reason Zimbabwe should not adopt this law that will infringe on freedom of expression.

**PRIVACY, DIGITAL IDS AND SURVEILLANCE**

The Constitution guarantees the right to privacy.\textsuperscript{22} Privacy is not an absolute right and any limitation must be fair, reasonable, necessary and justifiable in a democratic society.\textsuperscript{23} While the COVID-19 pandemic presented some justifiable limitations to the right to privacy, some of the limitations were unjustifiable. In May 2021, the city of Kwekwe was in a state of panic after the disclosure of the first case in Zimbabwe of what became known as the Delta variant. The case had been identified in the city and was directly linked to many other COVID-19 cases in the city.\textsuperscript{24} The Ministry of Health released a health report disclosing that the now deceased Kwekwe businessman Robson Kadenhe and his wife had both contracted COVID-19, suspectedly, the Delta variant following contact with a relative, Nataly who turned out to be COVID-19 negative upon testing.\textsuperscript{25} The story was reported by the media and the government disclosed the health status of the late Kadenhe together with other contacts, supposedly linked to him who tested COVID-19 positive. The report paid no regard to the protection of his personal health data disclosing his health history, age, home address and the personal data of other individuals concerned like Zvichauya Midzi. Also, the report disclosed that three minor children in contact with Midzi aged between 4 and 12 years and learning at Goldridge Primary School also tested positive leaving anyone interested in the identity of the children with a good lead. This example raises critical questions about the protection of individuals’ health data.
Although the right to privacy is guaranteed in the Constitution, the Kadenhe COVID-19 case occurred at a time when Zimbabwe was in the process of adopting a data protection law. Therefore an adequate data protection framework was not yet in place. The possible effects of the stigma and effects of such disclosures on the public were not considered. The former United Nations (UN) Special Rapporteur on the right to privacy, Prof. Joe Cannataci presented in a report to the UN General Assembly that states must, on one hand, protect the health of citizens and also protect their privacy. The Special Rapporteur indicated that both rights are not contradictory.  

Policy or legislation should in effect promote privacy even where there is a need for surveillance. However, in the Kadenhe case, the disclosure was overly broad and unjustifiable. In reporting the incidents, attention should have been paid to ethical and human rights considerations and protected the data and identity of the identified individuals, in line with the UN Recommendation on the protection and use of health-related data.

The National Development Strategy 1 (NDS1) included the enactment of a Cyber Security Act. The government enacted the Data Protection Act, 2021 (DPA) whose objective is “to increase data protection in order to build confidence and trust in the secure use of information and communication technologies by data controllers, their representatives and data subjects.” The DPA is a welcome development as it provides for data protection in Zimbabwe. Section 12 is instructive on the processing of personal health data. It highlights the need for consent from data subjects before processing personal health data and also provides for the option for a data subject to withdraw their consent. While there are several circumstances for derogating from the requirement to get consent under section 12(3), fundamental rights and freedoms must remain a guiding factor in the processing of health data.

The DPA also amends sections 162 to 166 of the Criminal Code. It provides for the investigation and collection of evidence of cyber crimes and unauthorised data collection and breaches, and the admissibility of electronic evidence for such offences. It also amends the Interception of Communications Act [Chapter 11:20], 2007 establishing a Cyber Security and Monitoring Centre for monitoring cyber security, a unit to be established in the Office of the President. Its functions include effecting authorised interceptions and advising the government on cyber crime policies. There are concerns that this Centre may facilitate violations of fundamental rights and intensify state surveillance.

The Act bestows the role of the data protection authority on the Postal and Telecommunications Regulatory Authority (POTRAZ), over and above its mandate as a telecommunications industry regulator which may be an overload of mandates on POTRAZ. This may interfere with the effective execution of both roles.

---

34 See n 24 above on the DPA, secs 37(2).
Apart from this legislative development, the Bulawayo City Council (BCC) partnered with a company called Tendy Three to implement a US$2.2 million project which includes the installation of CCTV cameras in the city of Bulawayo. Details of the procurement process and the reasons for the deployment of the CCTV cameras were not publicly disclosed and this raised transparency concerns. Key stakeholders were not consulted before the deployment of the surveillance technology nor was the relevant information proactively disclosed. While public safety is a justifiable ground for limiting fundamental rights such as privacy, the limitation must happen within the confines of human rights standards.

ACCESS TO INFORMATION

The Freedom of Information Act, 2020 provides the legal architecture for the promotion of the right of access to information in Zimbabwe. It outlines the mechanism for accessing information. The government enacted Statutory Instrument 229 of 2021 as Freedom of Information (General) Regulations 2021 (SI 229). The regulations mandate public entities to provide information institutions and functions within a six-month timeline which promotes the proactive disclosure of information by public bodies. The regulations also provide for the designation and function of Information Officers, procedures for requesting information and also creates offences and penalties. The SI 229 is a commendable development but could be improved. For instance, the regulations give discretion to the Zimbabwe Media Commission (ZMC) to appoint an appeals committee known as the Public Information Appeals Committee (PIAC). However, the regulations are silent as to the nomination and appointment of members of the PIAC, information that is critical for purposes of transparency. The ZMC is the authority with the mandate to ensure access to information for all in terms of section 249(1)(f) of the Constitution and the Freedom of Information Act, 2020. However, the ZMC may decide to hear the appeal itself if it so chooses. The provision could have been more resolute as to the establishment of the PIAC and the appeals determining body instead of making that process discretionary. The appointment criteria of the committee members to the PIAC is also not clear in the regulations.

38. See section 2(1) of SI 229 above.
39. See section 3 and 4 of the SI 229 above.
INTERNET ACCESS
In January 2021, there were 5.01 million internet users in Zimbabwe. Internet penetration was at 33.4% and social media users were 1 300 000 which was an increase from 2020. Zimbabwe has five mobile service providers. TelOne, NetOne and Telecel are owned by the government and Econet and Africom are privately owned. Econet is the leading mobile service provider in Zimbabwe. The cost of data is high. For instance, eight gigabytes of data costs roughly US$23. The high cost of data in Zimbabwe affects the growth in internet users. The Internet is enabling the free flow of information and advancing activism. Hopewell Chin’ono released a rap song online which was tweeted on the looting of resources in Zimbabwe by government officials. A number of hashtags were trending showing the use of the Internet for digital activism. The #SaveChilonga and #BoycottDendairy were some of the hashtags trending online in 2021 calling for 12500 families to be spared from eviction from the Chilonga area to make way for grass farming by a farmer for the purposes of dairy farming. During the period under review, no internet shutdown was experienced. However, internet access was inhibited by factors such as erratic electricity supply.

DIGITAL EXCLUSION IN AFRICA AND ITS IMPACT ON HUMAN RIGHTS
The COVID-19 pandemic continues to spotlight the importance of the Internet, access to digital technologies and digital infrastructure. One way of enhancing inclusion is digital literacy for marginalised communities. From the time the pandemic hit digital Zimbabwe in 2020, less than 30% of children in rural areas were able to access online education as compared to those in the higher-income bracket in urban areas, who were able to access education remotely through online learning. As a result, those in rural areas and low-income families in urban areas lagged behind in their learning.

In the NDS1, the government proposes mainstreaming ICTs into the national curriculum and rolling out ICT capacity development programmes during the strategy period. The digital divide is a lived reality for persons with disabilities in Zimbabwe who do not have access to digital technologies. Digital exclusion for persons with disabilities affects important aspects of their lives including access to education, information and economic empowerment.

46. See n 31 above.
49. See the Article 9(2)(g) of the United Nations Convention on the Rights of Persons with Disabilities which states as follows: ‘State Parties shall promote access for persons with disabilities to new information and communications technologies and systems, including the Internet’. See also The Herald Zimbabwe: People With Disabilities Need Access to Technology https://allafrica.com/stories/202101030324.html (accessed on 22 March 2022).
DIGITAL INFRASTRUCTURE AND PRIORITISATION OF ICT

The COVID-19 pandemic resulted in an increase in demand and acquisition for ICT services. The government plans to increase ICT access centres as indicated in the NDS1 and aims to focus on the development of ICTs. The government seeks to increase the internet penetration rate from 59.1% to 75.42% by 2025.

In 2021, the Post and Telecommunications Regulatory Authority of Zimbabwe (POTRAZ) installed Community Informations Centres in several districts aimed at ensuring marginalised communities have internet access. The NDS1 highlights the prioritisation of e-services for enhancing education and health as well as smart initiatives and the development of Community Information Centres (CICs) for marginalised communities. CICs are places where the public can easily access digital technologies and internet access.

POTRAZ launched a number of CICs in 2021 including a CIC in Murambinda, a rural area on 14 May 2021 and launched four base stations and 13 CICs in one of the provinces, Matabeleland South. These CICs are a positive step in bridging the digital divide.

ARTIFICIAL INTELLIGENCE AND EMERGING TECHNOLOGIES

In addressing new and emerging technologies such as AI and robotics, the ACHPR adopted Resolution 473 in 2021. In the Resolution, the ACHPR affirmed the importance of the Internet and "that new and emerging technologies such as artificial intelligence (AI), robotics and other new emerging technologies present both opportunities and perils for the promotion and protection of human and people’s rights in Africa". The Resolution calls on African States to ensure that the development and use of AI, robotics and other new and emerging technologies is compatible with regional and international human rights standards. In this regard, the development and use of AI, robotics and other new and emerging technologies should be guided by the underlying human rights principles of human dignity, privacy, equality, non-discrimination, inclusion, diversity, safety, fairness, transparency, and accountability.

However, Zimbabwe does not have a national AI strategy and as such, there is a need for such a framework that will take into account human rights protection in the use of AI and emerging technologies.

---

52. See n 42 above, para 537.
54. See note 19 above (NDS1), paras 529 to 530.
58. ACHPR Resolution 473.
In the absence of a national AI strategy, human rights violations may occur. Some measure of protection to data subjects is now provided for in the DPA. It provides that a data subject ‘shall have the right not to be subject to a decision based solely on automated processing, including profiling, which produces legal effects concerning him or her or similarly significantly affects him or her’. There is room for more to be done to regulate the acquisition and use of emerging technologies.

GENDER AND ICT
Zimbabwe scored 0.732 in the 2021 global gender gap (GGG Index) which measures economic participation and development. According to the World Bank, in 2020, women comprised 52.3% of the population in Zimbabwe. Notwithstanding the fact that there are more women than men in Zimbabwe, the majority of mobile subscribers are men. Access to digital technologies enhances economic empowerment.

Government intervention in promoting growth in the use of ICTs should consider the gender gap and map key strategies for increasing women’s access to digital technologies. Apart from the low digital literacy rate, women in Zimbabwe experience different forms of violence online such as cyber bullying. Online violence has an adverse social, economic and political impact on women. For example, it can deter women from participating in public and political affairs online.

CONCLUSION

Zimbabwe’s digital rights and digital inclusion records are still not impressive and require improvement. A data protection law was enacted and it is anticipated that it will offer data protection across all spectrums including the area of health. The DPA only came into force in December 2021 and so its implementation will only be witnessed from 2022. There is no marked shift toward the protection of freedom of expression since the publication of the 2020 report. In fact, with the motion for a Patriotic Bill and the DPA facilitating a Cyber Centre housed in the President’s Office, freedom of expression online is facing a heightened risk.

RECOMMENDATIONS

In light of the gaps and concerns raised in this report, various recommendations have been proposed.

The government of Zimbabwe is urged to:

- Ratify the African Union Convention on Cyber Security and Personal Data Protection.
- Repeal section 14 of Statutory Instrument 83 of 2020 that deals with the publication of false news during the national COVID-19 lockdown.
- Repeal section 31 of the Criminal Code that criminalises the publication of false news in favour of civil sanctions. This will be in conformity with principle 22 (2) of the ACHPR Declaration which stipulates that States shall repeal laws that criminalise sedition, insult and publication of false news.
- Discard any plans to enact a patriotism law.
- Take measures to protect journalists and other media practitioners from arbitrary arrests and detention, and unlawful surveillance.
- Develop a comprehensive legal and ethical governance framework for AI technologies, robotics and other new and emerging technologies in compliance with international standards.
- Increase the annual budget towards the growth of ICTs and take into consideration the needs of rural communities, PWDs, women and children.
- Engage and partner with the private sector on ensuring affordable data for all.
- Ensure a human-rights respecting application of the DPA.
• Ensure an uncompromised discharge of the function of regulatory authorities such as POTRAZ, the data protection authority and the Zimbabwe Media Commission.

• Take steps to implement the ACHPR Resolution 473 which calls on States to also work towards a comprehensive legal and ethical governance framework for AI technologies, robotics and other new and emerging technologies so as to ensure compliance with the African Charter and other regional treaties.

The Private Sector is urged to:

• Collaborate with the government in ensuring universal, equitable, affordable and meaningful access to the Internet without discrimination.

• Implement appropriate measures to ensure and enhance compliance with the DPA with respect to data governance.

• Produce regular transparency reports disclosing their commitment to upholding human rights.

Civil Society Organisations (CSOs) are urged to:

• Raise awareness on digital rights and digital inclusion in Zimbabwe.

• Conduct advocacy engagements with the government and private sector aimed at policy and legislative reforms.

• Partner with the government in its implementation of Resolution 473 which calls for the respect of fundamental human rights in the use of AI and emerging technologies. In this regard, CSOs can play an oversight role and provide the necessary expertise in the development of human rights-based policy and legal frameworks.

The academia is urged to:

• Conduct more research on digital rights and digital inclusion including studies on Artificial Intelligence and emerging technologies.

• Collaborate with the government in the development of a national AI strategy and other issues related to the enhancement of digital rights.
Digital rights are human rights and therefore inalienable. Notwithstanding, the prolongation of the COVID-19 lockdowns in 2021 provided a cover for continued violations of digital freedoms indicated by rising incidents of gender-based violence, heightened surveillance and the unjustified sanctioning of media outlets across the continent.

Valid concerns from state actors over preserving security and public order should not warrant restrictive tyrannical measures but rather catalyse proportional responses executed within strict legal bounds where absolutely necessary. Structures such as the Universal Declaration of Human Rights and the International Covenant on Civil and Political Rights provide a framework for developing rights-respecting legislation and must be considered when developing such responses.

Even with the growth noted in countries like Kenya and Ghana, a yawning gap remains in countries like Malawi, where infrastructural and economic concerns threaten the progress of digitalisation and policy implementation. This highlights the need for effective policies and programmes focused on developing ICT infrastructure, bridging the digital divide and, by extension, fostering open governance and inclusion. A human rights-based framework that supports digital inclusion should take precedence in national policy discussions to promote the digital economy. The importance of enacting inclusive digital policies cannot be overstated; however, it is imperative to note that there is a lingering gender divide that, if left unattended, will lead to the failure of these policies.

The manipulation of information and public opinion infringes on the rights of citizens and must stop. Governments must set policies that keep the Internet open and safe for all and work with relevant stakeholders to eliminate online violence, bullying, hate speech and misinformation. There is also a need for thorough fact-checking of information online through set guidelines and tools. Nonetheless, this should not serve as an opportunity for governments to surveil their citizens. The digital rights of every citizen must be respected. Private institutions are also implored to demonstrate their commitment to digital policy development and work closely toward the shared objective of protecting citizens, businesses, and organisations in the digital era.

The country reports in Londa 2021 renew calls for greater transparency in digital governance and the collective responsibility to understand the cross-cutting issues that lead to abuse, disabling environment and poor policies in the digital ecosystem. A digitally inclusive and rights-respecting Africa is attainable with sub-national, national, regional and continental commitment and collaboration to deepen digital inclusion and protect human rights online.
Londa 2021 expands on last year’s report with findings from 22 countries, examining themes of privacy, freedom of expression, access to information, segmentation and exclusion, digital transformation, affordability, gender and others within existing legislative frameworks, and against the backdrop of a widening digital divide. This edition captures the gaps and proffers recommendations to achieve a digitally inclusive and rights-respecting Africa.